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#### Abstract

A Set Partition Analog of the Erdös-Szekeres Theorem


by

Rui Liu

The monotonic subsequence problem has been studied in depth. Mathematicians and theoretical computer scientists have found and proved various results such as the Erdös-Szekeres Theorem and have studied algorithms to find longest monotonic subsequences. The objective of my project is to establish the counterparts of the results mentioned above in the context of set partitions, namely the heaviest free subpartition problem. More specifically, I introduce concepts such as "subpartition", "freeness" and other related terms to formulate the free subpartition problem. Then, I discuss various representations of the problem and evaluate the relationship between this problem and other widely studied algorithmic problems. Finally, I analyze the difficulties we encountered and present a "greedy" algorithm that approximates the optimal solution.

## 1 Background

### 1.1 The Longest Monotonic Subsequence Problem

In mathematics and theoretical computer science, the longest increasing (decreasing) subsequence problem is to find a subsequence of a given sequence in which the subsequence elements are in sorted order, lowest to highest (highest to lower), and in which the subsequence is as long as possible. For example, in the following sequence

$$
0,8,4,12,2,10,6,14,1,9,5,13,3,11,7,15
$$

a longest increasing subsequence is

$$
0,2,6,9,13,15
$$

This subsequence has length 6 , and there is not any subsequence of length 7 .

It is noteworthy that this longest increasing (decreasing) subsequence is not necessarily contiguous or unique. For instance,

$$
0,4,6,9,11,15
$$

is another increasing subsequence of length 6 . Also, neither of these two subsequences above are consecutive subsequences.

### 1.2 The Erdös-Szekeres Theorem

A classic theorem of Paul Erdös and George Szekeres [3] regarding the longest increasing(decreasing) subsequence problem states that

Theorem From a sequence of $n^{2}+1$ distinct real numbers we can always extract a monotonic subsequence of length at least $n+1$, and $n^{2}+1$ is the minimum length to
guarantee the existence of an monotonic subsequence of length $n+1$.
In other words, some sequences of $n^{2}$ distinct real number do not have a monotonic subsequence of length $n+1$. For example, the sequence

$$
7,8,9,4,5,6,1,2,3
$$

has many monotonic subsequence of length 3 but does not have any monotonic subsequence of length 4. The reason behind this is that in order for a sequence to have a monotonic subsequence of length $3+1=4$, the sequence should contains at least $3^{2}+1=10$ elements. However, the sequence we listed above contains only 9 elements.

Note that this theorem does not specify whether the subsequence is monotonically increasing or monotonically decreasing. The reason behind this is that both increasing subsequence or decreasing subsequence represent local orderliness among the global chaos. Moreover, if we reverse a sequence, then all the increasing subsequences become decreasing, and all the decreasing subsequences become increasing. It is not necessary to differentiate between the two. In fact, we will observe that this uniform notion of "monotone" provides a smooth transition into the study of set partitions.

## 2 Set Partitions

### 2.1 Definitions

Mathematicians and theoretical computer scientists have been studying sequences of distinct numbers for decades. Instead of considering sequences, we are more interested in the partitions of a set of positive integers. We will establish a set partition related problem similar to the classic subsequence problem described above. First of all, we will define the corresponding terms of "sequence," "subsequence," "length," and "monotone" in the context of set partition.

- A partition of a set is comprised of one or more blocks, and each element of the set falls into one of these blocks. In other word, blocks are pairwise disjoint nonempty subsets of the set, and the union of these subsets equals the set itself. We use "/" to separate blocks from each other. For example, $\pi=138 / 24 / 579 / 6$ is a partition of the set $\{1,2,3,4,5,6,7,8,9\}$. By convention we list the elements of each block in increasing order and arrange the blocks in increasing order of their least elements.
- If we take nonempty subsets of one or more blocks, then we call the collection of these subsets of blocks a subpartition of the original set partition. For instance, both $\pi_{1}=18 / 4 / 57$ and $\pi_{2}=24 / 6 / 9$ are subpartitions of $\pi=138 / 24 / 579 / 6$. Notice that subpartition is the counterpart of "subsequence" in set partition. Furthermore, the subsets of blocks of the original partition are now the blocks of this subpartition.
- For both a partition and a subpartition, we call the sum of its blocks' cardinalities its weight. If the weight of partition $\pi_{A}$ is larger than that of $\pi_{B}$, we say that $\pi_{A}$ is "heavier" than $\pi_{B}$. For example, $\pi=138 / 24 / 579 / 6$ has weight 9. $\pi_{1}=18 / 4 / 57$ has weight 5 and $\pi_{2}=24 / 6 / 9$ has weight $4 . \pi_{1}$ is heavier than $\pi_{2}$.

Weight is the corresponding concept of "length" in set partition; both weight and length represent the "size" of the mathematical objects of interest.

- A link of a partition is a 3 -subpartition of the form $a_{1} a_{2} / b$, where $a_{1}<b<a_{2}$, $a_{1}, a_{2}$ belong to the same block and $b$ is in a different block. For the sake of convenience we usually express link $a c / b$ as $a b c$. A partition or subpartition is "13/2-free," "link-free" or simply "free," if it does not contain any links. In other words, a partition/subpartition is free if and only if for any two numbers $a, b$ in a block, there is no element $c$ in another block satisfying $a<c<b$. For instance, $\pi_{2}=24 / 6 / 9$ is free, but $\pi_{3}=18 / 4 / 57$ is not free since it contains links 148 and 158 and 178.

In addition, given a set partition $\pi$ we call the collection of all links in $\pi$ the linkset $\mathcal{L}$ of $\pi$. Professor Gottlieb has come up with the following axioms that all linksets $\mathcal{L}$ need to satisfy:

1. If $a b c \in \mathcal{L}$ then
(a) for all $d \in[n]$ we have $a d b \notin \mathcal{L}$.
(b) for all $d \in[n]$ we have $b d c \notin \mathcal{L}$.
(c) for all $d \in[n]$ we have $d a c \notin \mathcal{L}$.
(d) for all $d \in[n]$ we have $\operatorname{acd} \notin \mathcal{L}$.
2. If $a b c \in \mathcal{L}$ and $c d e \in \mathcal{L}$ then $a b e \in \mathcal{L}$ and $a d e \in \mathcal{L}$
3. If $a b c \in \mathcal{L}$ and for all $e \in[n]$ we have aed $\notin L$ and $d e c \notin l$ then $a d c \in L$.

Now we have all the corresponding terms of the longest monotonic subsequence problem to establish its counterpart in the context of set partitions. We will first study the following computational problem.

The heaviest free subpartition problem is to find a subpartition of a given set partition in which the subpartition contains no link and in which the subpartition is as heavy as possible.

### 2.2 The Number of Set Partitions

It is beneficial to look at how the number of partitions grows as the weight increases. We can easily compute and enumerate that there are 5 partitions of the set $\{1,2,3\}$, namely $1 / 2 / 3$ and $12 / 3$ and $1 / 23$ and $13 / 2$ and 123 . It is also not so hard to count that there are 15 partitions of $\{1,2,3,4\}$. How about for even larger sets? Mathematicians have been working on the number of partitions for decades. The total number of set partitions of a given weight are commonly known as Bell number [4]. We shall denote Bell numbers by $\varpi_{n}$. The first few cases are

| $\mathrm{n}=0$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varpi_{n}=1$ | 1 | 2 | 5 | 15 | 52 | 203 | 877 | 4140 | 21147 | 115975 | 678570 | 4213597 |

The Bell numbers $\varpi_{n}$ for $n \geq 0$ must satisfy the recurrence relation

$$
\varpi_{n+1}=\varpi_{n}+\binom{n}{1} \varpi_{n-1}+\binom{n}{2} \varpi_{n-2}+\ldots=\sum_{k}\binom{n}{k} \varpi_{n-k}
$$

The reason behind this recursive formula is that every partition of $\{1, \ldots, n+1\}$ is formed by choosing $k$ elements of $\{1, \ldots, n\}$ to put in the block containing $n+1$ and by partitioning the remaining elements in $\varpi_{n-k}$ ways, for some $k$. Notice that this sequence grows very rapidly, but not as fast as $n!$. Knuth has proved that $\varpi_{n}=\Theta\left((n / \log n)^{n}\right)[8]$.

## 3 Representations of A Set Partition

We introduce various ways to represent a set partition. Each of these representations demonstrates some aspects of the combinatorial objects.

### 3.1 Restricted Growth Functions

One of the most common and convenient ways to represent a set partition inside a computer is to encode it as a restricted growth function or restricted growth string, or RGF for short [9]. A restricted growth function is a string $a_{1} a_{2} \ldots a_{n}$ of nonnegative integers in which we have

$$
a_{1}=1 \text { and } a_{j+1} \leq 1+\max \left(a_{1}, \ldots, a_{j}\right) \text { for } 1 \leq j<n
$$

The main idea of this encoding is to set $a_{j}=a_{k}$ if and only if $j$ and $k$ are in the same block, and to choose the smallest available number for $a_{j}$ whenever $j$ is smallest in its block. In other words, what restricted growth function does is to record the block index of each number in the partition. For instance, the restricted growth function for $\pi=138 / 24 / 579 / 6$ is 121234313 . Since the number 1 appears in the first block, we put 1 in the first position of the restricted growth function. The number 2 appears in the second block, so the second position is 2 , and the rest of the digits follow the same pattern.

A sequence $s$ of $\mathbb{N}$ is called clumpy if it satisfies that if $i<t<j$ and $s(i)=s(j)$, then $s(i)=s(t)=s(j)$. We now show that

Theorem A partition $\pi$ is free if and only if its RGF $s_{\pi}$ is clumpy.
Proof: If $\pi$ is free, then for all $i, j$ such that $i$ and $j$ are in the same block, we know that $s_{\pi}(i)=s_{\pi}(j)$. Suppose $s_{\pi}$ is not clumpy, then we know that there exists $t$ such that $i<t<j$, but $s_{\pi}(i) \neq s_{\pi}(t)$. This also means that $t$ is not in the same block as $i$ and $j$ and $i<t<j$. Obviously $i t j$ is a link and $\pi$ is not free. We have a contradiction, then our assumption is false. Therefore $s_{\pi}$ is clumpy.

On the other hand, if $s_{\pi}$ is clumpy, then we know that for all $i, t, j$, if $i<t<j$ and $s_{\pi}(i)=s_{\pi}(j)$, then $s_{\pi}(i)=s_{\pi}(t)=s_{\pi}(j)$. Suppose $\pi$ is not free, then we know that there exists $p, q, r$ such that $p<q<r$ and $p, r$ are in the same block, but $q$ is not. Then by the formation of a restricted growth function, we know that $s_{\pi}(p)=s_{\pi}(r) \neq s_{\pi}(q)$, which is contradictory to our claim that $s_{\pi}$ is clumpy. Therefore our assumption is false and $\pi$ is free.

George Hutchinson [6] has developed the following algorithm to generate the restricted growth functions in lexicographic order.

Algorithm H (Restricted growth strings in lexicographic order). Given $n \geq 2$, this algorithm generates all partitions of $\{1,2, \ldots, n\}$ by visiting all strings $a_{1} a_{2} \ldots a_{n}$ that satisfy the restricted growth condition in the definition listed above. We maintain an auxiliary array $b_{1} b_{2} \ldots b_{n}$, where $b_{j+1}=1+\max \left(a_{1}, \ldots, a_{j}\right)$; the value of $b_{n}$ is actually kept in a separate variable, $m$, for efficiency.

H1. [Initialize.] Set $a_{1} \ldots a_{n} \leftarrow 0 \ldots 0, b_{1} \ldots b_{n} \leftarrow 1 \ldots 1$, and $m \leftarrow 1$.
H2. [Visit.] Visit the restricted growth function $a_{1} \ldots a_{n}$, which represents a partition into $m+\left[a_{n}=m\right]$ blocks. Then go to $\mathbf{H} 4$ if $a_{n}=m$.

H3. [Increase $a_{n}$.] Set $a_{n} \leftarrow a_{n}+1$ and return to $\mathbf{H 2}$.
H4. [Find j.] Set $j \leftarrow n-1$; then, while $a_{j}=b_{j}$, set $j \leftarrow j-1$.
H5. [Increase $a_{j}$ ] Terminate if $j=1$. Otherwise set $a_{j} \leftarrow a_{j}+1$.
H6. [Zero out $\left.a_{j+1} \ldots a_{n}\right]$ Set $m \leftarrow b_{j}+\left[a_{j}=b_{j}\right]$ and $j \leftarrow j+1$. Then, while $j<n$, set $a_{j} \leftarrow 0, b_{j} \leftarrow m$, and $j \leftarrow j+1$. Finally set $a_{n} \leftarrow 0$ and go back to H2.

In Algorithm H, step H1, $\mathrm{H} 2, \ldots$, H 6 are performed $1, \varpi_{n}, \varpi_{n}-\varpi_{n-1}, \varpi_{n-1}, \varpi_{n-1}$ $\varpi_{n-1}-1$ times respectively.

An obvious drawback for the restricted growth function to represent a set partition is that we will lose some information when taking the restricted growth function of a subpartition. To be more specific, consider the partition $1 / 2345 / 6$, whose RGF
representation is 122223 . All of subpartition $1 / 2 / 6$ and $1 / 3 / 6$ and $1 / 4 / 6$ and $1 / 5 / 6$ have RGF representation 123. This will cause potential ambiguity. To fix this problem, when taking subpartition of a partition, instead of trying to compute the RGF for the new subpartition, the only changes we do to the RGF are to change the value of position $i$ to be 0 , if $i$ is a number that is not in the subpartition. For instance, now $1 / 2 / 6$ will have 120003 as its representation, since we have deleted number $3,4,5$ and we replace their positions with 0 . Note that the representation of a subpartition may not be a restricted growth function any more and this representation only has meaning when we are considering a subpartition of a given partition. For example, $14 / 23$ has RGF as 1221, however its subpartion $23 / 4$ has representation 221, which is not a RGF.

The heaviest free subpartition problem becomes the problem to find the longest clumpy subsequence of a restricted growth function that represents a set partition.

### 3.2 The Interval Scheduling Problem

A set partition can also be represented as a variation of the scheduling problem. The basic idea to use intervals on the same level to denote numbers in the same block, and numbers in two different block will appear as intervals on different levels in the graph.

A formal definition of the interval scheduling problem is: We have a set of requests $\{1,2, \ldots, n\}$; the $i^{\text {th }}$ request corresponds to an interval of time starting at $s(i)$ and finishing at $f(i)$. We say that a subset of the requests is compatible if no two of its members overlap in time, and our goal is to accept as large a compatible subsets as possible. A compatible set of maximum size will be called optimal [7].

Since we usually place these intervals into different height when illustrating them in the 2-D plane. For each 2-D plane that represent a set partition, we place the intervals representing two numbers in the same level if and only if these two numbers


Figure 1: The interval representation of the partition 138/24/579/6.
are in the same block. Figure 1 is an illustration of $\pi=138 / 24 / 579 / 6$.
Now, the goal of the problem is to find a special optimal compatible set of intervals. It is a "path" from left to right such that once we leave a level, we will never re-enter the same level.

### 3.3 The Weighted Scheduling Problem

Another variation of the interval scheduling problem can also provide some insights in to the structure of the heaviest free subpartition problem. The weighted scheduling model is similar to the generic interval scheduling problem discussed above. The main difference is that the each intervals in the 2-D plane now has a weight. Most importantly, the length of each interval demonstrated in the 2-D plane is not related to its weight. Figure 2 is an example in which the weight $v_{k}$ of an interval $k$ is completely irrelevant from its length.

A possible representation of the weighted scheduling problem is to use each interval to represent a combination of numbers from a block and the weight of this interval is the sum of the number selected. And when we have all these intervals, we need to find a way to place them in the 2-D plane such that if two combinations of numbers
cannot coexist (because they will cause a link to appear) then the two intervals that represents them will overlap. After this process, the heaviest free subpartition problem is reduced into the weighted scheduling problem in which the goal is to find a sequence of non-overlapping intervals such that the sum of the weight is maximized.


Figure 2: An example of the weighted scheduling problem in which the weight of an interval is not related to its length.

This representation is tempting because it carries the concept of the weight naturally. Additionally, it is elegant even to think of the idea that we are using the relative positions in the 2-D plane to denote the links. A $O(n \log n)$ algorithm using dynamic programming has been invented to solve the weighted scheduling problem [7]. It is a pity that we have not found a way to arrange the intervals described above. Such a way of arrangement is expected to run in exponential-time even if it is found.

### 3.4 The Hypergraph Vertex Cover Problem

A $k$-uniform hypergraph $H=(V, E)$ consists of set of vertices $V$ and a collection $E$ of $k$-element subsets of $V$ called hyperedges. A vertex cover of $H$ is a subset $S \subseteq V$ such that every hyperedge in $E$ intersects $S$, in other word, $e \cap S \neq \emptyset$ for each $e \in E$. The $\mathrm{E} k$-Vertex-Cover problem is the problem of finding a minimum size vertex cover in a $k$-uniform hypergraph [2]. This problem is alternatively called the
minimum hitting set problem with sets of size $k$. Figure 1 illustrates an example of the $\mathrm{E} k$-Vertex-Cover problem and a vertex cover of minimum size.


Figure 3: This is a hypergraph and the set of vertices marked with " X " is a minimum vertex cover.

To convert the heaviest free subpartition problem using this model, let $V$ be the set of numbers in the partition $\pi$ and let $E$ be the linkset of $\pi$, i.e. $E$ contains all the links of $\pi$. Since we define link as a triple of numbers in the partition, then we know that in this case $k=3$, and the new hypergraph $H=(V, E)$ we just defined is a 3-uniform hypergraph.

Now we finally have an elegant and simple way to transform our problem into a widely studied one. However, the Ek-Vertex-Cover problem is a fundamental NPhard optimization problem. Being an NP-hard problem means that this problem is "at least as hard as the hardest problems in NP". Although the properties we tracked through studying the linkset will help us simplify the hypergraphs we are dealing with, the problem is still hard. Since the $\mathrm{E} k$-Vertex-Cover problem on a generic hypergraph is NP-hard, theoretical computer scientists' efforts on this problem are mainly applying approximation algorithms. Dealing with approximation algorithms
is beyond the scope of this project.

## 4 Algorithms

### 4.1 The Dynamic Programming Approach

The application of dynamic programming requires the existence of a clear relation between the problem's solution and its subproblems' solution. In other words, the dynamic programming approach might apply if the problem exhibits optimal substructure in which an optimal solution to the problem contains within it optimal solutions to subproblems [1]. A classic example is the algorithm to find the longest increasing subsequence. By applying dynamic programming, the longest increasing subsequence problem can be solved in $O(n \log n)$ time [5]. However, we are unable to find an optimal substructure in the heaviest free subpartition problem. Let $\pi$ be a set partition of weight $n$ and $\pi_{1}$ be its subpartition of weight $n-1$. From our observation, there is no certain relation between the heaviest free subpartition of $\pi$ and that of $\pi_{1}$.

Since we faced seemingly unresolvable obstacles in the direction of dynamic programming, we turned out emphasis on another widely used technique, the greedy algorithm.

### 4.2 The Greedy Approach

We have come up with an algorithm to find a free subpartition in a given partition using the greedy algorithm design paradigm. By calling an algorithm "greedy" we mean that at each step of the decision process, we always pick the locally optimal choice with the hope of finding a global optimum. The designers of the greedy algorithms always need a heuristic to make the choice. This heuristic is an estimation of the structure we are exploring and evaluations of the possible choices.

### 4.2.1 The Naive Greedy Approach

For the heaviest free subpartition problem, the heuristic we choose is the appearances of each number in the linkset $\mathcal{L}$. More specifically, we wil do the following:

1. Create an array $f[]$ of size $n$ and initialize all $f[1], \ldots, f[n]$ to be 0 .
2. Then we visit all the triples in the linkset $\mathcal{L}$, every time we encounter number $i$, we increase $f[i]$ by 1 . When we have finished this process for all the links, the value of $f[i]$ is the number of $i$ 's appearances in the linkset $\mathcal{L}$.
3. One natural way to modify a partition so that it is free is to break the links; when there is no link left, the partition is free. At each step, it is natural to delete the number that appears most frequently in the linkset so that the amount of links we break will be maximized at this step. So at each step we choose the number to delete to be the $i$ such that $f[i]=\max \{f[1], \ldots, f[n]\}$. If there are more than one such $i$, we always choose the least one, which is why we call this the "naive" approach.
4. Then we remove all the links that contains $i$ and update the array $f[]$.
5. We repeat step 3-4 until there is no links left.

The partition we are left with now is a free subpartition and we hope by the greedy assumption that this is a heaviest free subpartition. We call the algorithm described above as the naive greedy algorithm.

For example, Consider the partition $15 / 238 / 46 / 7 \overline{10} / 9$ whose RGF is 1223134254.

- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=3 \quad 5 \quad 5 \quad 4 \quad 6 \quad 3 \quad 4 \quad 9 \quad 1 \quad 2
\end{aligned}
$$

- We delete 8 .
- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=3 \quad 1 \quad 1 \quad 2 \quad 4 \quad 1 \quad 1 \quad 0 \quad 1 \quad 1
\end{aligned}
$$

- We delete 5 .
- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 0 \quad 1 \quad 1
\end{aligned}
$$

- We delete 7
- Now the content of $f$ array is

$$
\left.\begin{array}{rl}
\mathrm{n} & =1 \\
\hline & 2 \\
& 3 \\
4 & 4 \\
5 & 6 \\
\hline
\end{array} \mathrm{f}\right]=0
$$

- Done! The resulting subpartition is $1 / 23 / 46 / 9 / \overline{10}$ and this is a heaviest free subpartition.

In fact it is not so hard to find partitions such that this naive greedy approach fails.

For instance, consider the partition $159 / 23 / 468 \overline{10} / 7$ whose RGF is 1223134313.

- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \quad 2 \begin{array}{lllllllll} 
& 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=9 \quad 2 \quad 2 \quad 8 \quad 9 \quad 6 \quad 6 \quad 6 \quad 12 \quad 6
\end{aligned}
$$

- We delete 9 .
- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=3 \quad 1 \quad 1 \quad 6 \quad 6 \quad 3 \quad 4 \quad 3 \quad 0 \quad 3
\end{aligned}
$$

- We delete 4 .
- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array} \\
& f[n]=2 \quad 1 \quad 1 \quad 0 \quad 2 \quad 2 \quad 2 \quad 1 \quad 0 \quad 1
\end{aligned}
$$

- We delete 1
- Now the content of $f$ array is

$$
\begin{aligned}
& \mathrm{n}=1 \begin{array}{llllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array}
\end{aligned}
$$

- We delete 6
- Done! The free subpartition we get from the greedy algorithm is $5 / 23 / 8 \overline{10} / 7$.
- However, there is an even heavier free subpartition $1 / 23 / 468 \overline{10}$

Suppose the greedy algorithm returns us a free subpartition of weight $n-t$, in other word, the greedy process deletes $t$ elements from the original partition. They method we used to check if the result of the greedy algorithm is the heaviest free subpartition, is by trying to delete all the $(t-1)$-combinations of numbers in $[n]$ from the original partition and test if any of the resulting subpartition is free. If there is one such subpartition that is free, then result of the greedy algorithm is not optimal, and the greedy algorithm fails. The following algorithm [8] to generate all the combination is used when testing the quality of result of the greedy approach.

Algorithm L (Lexicographic combinations).
This algorithm generates all $t$-combinations $c_{t} \ldots c_{2} c_{1}$ of the $n$ numbers $\{0,1, \ldots, n-$ $1\}$, given $n \geq t \geq 0$. Additional variables $c_{t+1}$ and $c_{t+2}$ are used as sentinels.

L1. [Initialize.] Set $c_{j} \leftarrow j-1$ for $1 \leq j \leq t$; also set $c_{t+1} \leftarrow j-1$ and $c_{t+2} \leftarrow 0$.
L2. [Visit.] Visit the combination $c_{t} \ldots c_{2} c_{1}$

L3. [Find $j$.] Set $j \leftarrow 1$. Then, while $c_{j}+1=c_{j+1}$, set $c_{j} \leftarrow j-1$ and $j \leftarrow j+1$; eventually the condition $c_{j}+1 \neq c_{j+1}$ will occur.

L4. [Done?] Terminate the algorithm if $j>t$.
L5. [Increase $c_{j}$.] Set $c_{j} \leftarrow c_{j}+1$ and return to $\mathbf{L 2}$.
Since we mentioned that an the Ek-Vertex-Cover Problem, which can be viewed as a generalization of the heaviest free subpartition problem, is NP-hard, a natural question to ask is "Is the free subpartition problem in NP?" A problem is in NP if and only if given a solution, we can verify whether this solution is valid or not in polynomial-time. Although being NP does not tell us sufficient information about the algorithm to find such a solution, failure to be NP will definitely demonstrate the complexity of the problem. To determine whether there is a polynomial-time verifier for the heaviest free subpartition problem, it is necessary to have a close look at the growth rate of $\binom{n}{k}$.

For $k=1$,

$$
\binom{n}{1}=n \in \Theta(n)
$$

For $k=2$,

$$
\binom{n}{2}=\frac{n(n+1)}{2} \in \Theta\left(n^{2}\right)
$$

For $k=3$,

$$
\binom{n}{3}=\frac{n(n-1)(n-2)}{6} \in \Theta\left(n^{3}\right)
$$

Because of the symmetry of binomial coefficient, the largest $k$ we need to consider is

For $k=\frac{n}{2}$

$$
\binom{n}{\frac{n}{2}}=\frac{n!}{((n / 2)!)^{2}}
$$

By applying the Stirling Formula

$$
n!\sim \sqrt{2 \pi n}\left(\frac{(n)}{e}\right)^{n}
$$

we then get

$$
\binom{n}{n / 2} \approx \frac{\sqrt{2 \pi n}\left(\frac{(n)}{e}\right)^{n}}{\left[\sqrt{2 \pi n / 2}\left(\frac{(n)}{2 e}\right)^{n / 2}\right]^{2}}=\frac{2}{\sqrt{2 \pi n}} 2^{n} \in \Theta\left(2^{n} n^{-0.5}\right)
$$

which tells us $\binom{n}{k}$ grows exponentially near $k=\frac{n}{2}$. As a conclusion, we cannot even test the correctness of the greedy algorithm's result efficiently when the amount of numbers we delete during the greedy algorithm increases. This implementation basically becomes useless when we are testing partition of a larger weight, in which both $n$ growth and the number we delete from the partition is possibly close to $\frac{n}{2}$. If applying Algorithm $L$ and our current method to examine $L$ 's result, the heaviest free subpartition problem becomes NP-Hard as the weight of the partition grows.

### 4.2.2 A "Complete" Greedy Approach

Now since this problem is hard based on our current techniques and the computation is expensive even for the naive approach, I am less concerned about efficiency. Instead, my primary computational question becomes
for any partition, is there a sequence of greedy choices that will lead to a heaviest free subpartition?

To answer this question, I modified the greedy algorithm described above. When facing a tie in the value of $f[i]$, instead of choosing the least number $i$, I try all such
$i$ 's. If we follow this pattern, we are actually exploring a tree, in which each child of a node represents a locally optimal choice. We choose Depth First Search to provide us a way to traverse this "greedy" tree. We call this complete search of the greedy path tree the complete greedy algorithm.

Below is the pseudo-code of a depth first search using stack.

Depth-First-Search (G, root)
$1 \quad S \leftarrow$ A Stack
2 S.push(root)
3 while $S$ is not empty
$4 \quad$ do $v \leftarrow S \cdot \operatorname{pop}()$
$5 \quad$ mark node $v$ as visited
6 for each node $w$ that is directed from $v$ :
$7 \quad$ if $w$ is not visited: then $S \cdot \operatorname{push}(w)$

The result of performing the "complete" greedy algorithm shows that

1. For some partitions although the naive greedy algorithm fails, there is a path in the greedy path tree that will lead to a heaviest free subpartition.
2. For some partition, no greedy path will lead to a heaviest free subpartition.

For example, the free subpartitions that the complete greedy algorithm generates for partition $12468 / 3 / 59 / 7 \overline{10}$ are: $124 / 59 / \overline{10}$ and $12 / 3 / 59 / \overline{10}$ and $12 / 3 / 5 / 7 \overline{10}$

While the only heaviest free subpartitions of this partition is: $12468 / 9 / \overline{10}$
Note that all the free subpartitions that formed by the greedy algorithm delete the number 6 and 8 , while the real heaviest free subpartition does not delete neither of them. Here the locally optimal step do not accumulate to a global optimum. Thus, we can conclude that the failure of the greedy algorithm shows us that the array $f[]$ is not sufficient to represent the actual quality of each choice.

### 4.2.3 Evaluation of Performance

Nevertheless, both the greedy and the complete greedy algorithm can provide a good approximate of the heaviest free subpartition. By implementing both algorithms, running them on all the set partition of weight $6,7,8,9,10,11$ and computing the percentage of the partitions on which the greedy algorithm works in all the partitions that are not free already, we found that the improvement of the complete greedy algorithm compared to the naive approach is not that significant, as we can see in the table below.

For the naive greedy algorithm

| weight | 6 | 7 | 8 | 9 | 10 | 11 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\%$ of success | $100 \%$ | $99.51 \%$ | $98.70 \%$ | $97.62 \%$ | $96.42 \%$ | $95.08 \%$ |

For the complete greedy algorithm

| weight | 6 | 7 | 8 | 9 | 10 | 11 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \% of success | $100 \%$ | $100 \%$ | $99.80 \%$ | $99.30 \%$ | $98.64 \%$ | $97.89 \%$ |

## 5 A Ramsey Theoretic Theorem

The ultimate goal of this project is to answer the following question:

How large must the minimum value of $n$ be in order to guarantee that every partition of the set $\{1 \ldots n\}$ has a free subpartition of weight $k$ ?

We call this minimum value of $n f(k)$, since it is clearly a function of $k$. First of all, does such $f(k)$ even exist? The answer is positive. Consider a set of cardinality $(k-1)^{2}+1$. When using the convention of set partition described above, each partition of the set could be expressed as a sequence of length $(k-1)^{2}+1$. For example, $157 / 246 / 389$ has sequence representation (1, 5, 7, 2, 4, 6, 3, 8, 9). By the Erdös-Szekeres Theorem, there will be a monotonic subsequence of length $k$. These $k$ numbers and the "/" between them in the original sequence form a sequence representation of a free subpartition of weight $k$. This application of the Erdös-Szekeres Theorem shows that all the partitions of $\left|(k-1)^{2}+1\right|$-set have a free subpartition of weight $k$. This implies the existence of $f(k)$ and $f(k) \leq(k-1)^{2}+1$.

Professor Gottlieb conjectures that $f(k)=\left\lfloor\frac{(k+1)^{2}}{4}\right\rfloor$. If we complete the proof of this conjecture, it will be a significant leap from the loose upper bound $(k-1)^{2}+1$. Like the study of the longest monotonic subsequence, this fundamental problem of my project is a concrete example of Ramsey Theory.

Professor Gottlieb has also shown that there exist partitions of weight $\left\lfloor\frac{(n+1)^{2}}{4}\right\rfloor-1$ that do not have a free subpartition of weight $n$. The remaining portion to prove this conjecture is to show that

A partition of weight $\left\lfloor\frac{(n+1)^{2}}{4}\right\rfloor$ must have a free subpartition of weight $n$.
I have proposed a proof of this direction which turned out to be false. When facing the obstacles in directly proving the result, I also tried to verify the existence of free $n$-subpartition in a $f(n)$-partition. Both Professor Gottlieb and I have been
able to verify the correctness when $n \leq 6$, that is all partitions of weight 12 has a free subpartition of weight 6 . The method I used to check the existence of such free subpartition is by applying the naive greedy algorithm as an approximation first and then check the heavier free subpartition to see if its weight is greater than or equal to n . So far, to test the case $n=6$, my program takes around 15 minutes. However, since $\varpi_{16} / \varpi_{12} \geq 2400$, I haven't been able to verify the case $n=7$ yet.

## 6 Conclusion

This problem is, in fact, much harder than we previously expected. For finding the heaviest free subpartition, there is no obvious way to apply the dynamic programming approach, while the greedy algorithms can only serve as an approximation for small weight. We also faced difficulties in the verification of the greedy algorithm due to our current lack of computing power.

Although this project yields no essential results at this point, I have spent a considerable amount of time and energy on coding, reading articles and considering many possible directions. The knowledge I gained and the skills I have sharpened cannot be shown completely through this report. I will keep working on this problem when I graduate, because it shows me more complexity and attractions as I explore. Special thanks to Professor Eric Gottlieb for his yearlong support and guidance.
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