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Functional analysis of Epstein-Barr virus viral interleukin 10 in

a murine gammaherpesvirus model: viL-10 contributes to

splenomegaly but not to infectious titer or latency

Kim Green and Dr. Gary Lindquester
Department of Biology, Rhodes College

The Epstein-Barr virus (EBV) causes mononucleasisg the Iytic infection of humans, but it is @sility to establish long-term
latency that makes it a potential oncogenic patimogBome viruses, including EBV, express protéiatsdre homologous to those
involved in regulating the immune system withinhthst. EBV encodes a homolog to the human interiel0 (IL-10) called vIL-10.
In this study, the vIL-10 gene from EBV has beelatsd and inserted into a murine gammaherpes\iMidV) via cotransfection.
By infecting mice with the recombinant MHV, we airaing to explicate the role of vIL-10 in viral @dtion, pathogenesis, and
latency in vivo. Results indicate that increasekls of splenomegaly on day 14 p.i. are associatthdthe vIL-10 gene. However,
there was little to no effect on latent virus titeith the addition of the vIL-10 gene.

Introduction

Herpesviruses are a leading cause of viral diseases

amongst humans, second to only common cold viruses
(Microbiology 2007). Herpesviruses possess sevenalmon
characteristics. First, they all possess lineaupie-stranded
DNA. Additionally, compared to other viruses, hespiruses
have extremely large genomes. Within the viral ge@othere
are both essential and nonessential genes. In many
herpesviruses, some of the non-essential genés fikaction
in evading the immune response of the host, thablemy the
virus to extend the lytic infection, as well as iaode latency.
The most distinctive characteristic of herpesvisusmwever,
is their ability to establish a life-long infectiam their hosts.
Viral genome insertion into the host’s nucleus\afidor the
virus to remain dormant and be replicated along tie host
cell’'s DNA. In response to environmental cuesafber
several cell replication cycles, the virus candsctivated
(Goldsby et al. 2003). The ability of herpesvimise establish
a life-long infection makes them potential oncogeni
pathogens. For instance, Human Herpesvirus 8igjthit to
cause Kaposi's sarcoma (NCI 2008).

The Epstein Barr Virus (EBV) belongs to the
herpesvirus family and is the cause of infectious
mononucleosis, a manifestation that occurs in 3%-50
cases. EBV establishes a latent infection in selimod and
throat cells, primarily B-lymphocytes, that remafasthe rest
of the life of the host. As much as 95% of theydafpon in
the US and other developed countries is infected BBV
(NCID 2007). In addition, EBV has been associatét a
variety of cancers, including Burkitt's lymphomahigh-
grade, fast growing cancer that is rare in the it more
common among children in central Africa (Cancerlgck
2007). EBV is also associated with nasopharyngeal
carcinoma, a rare cancer that is more common arpeogle
of South Asian decent, arising in the epitheliathaf
nasophaynx (Mayo Clinic 2008). However, the rdl&BV

in tumorigenisis is not clear. The high rate ofurcence of
EBV and its association with certain cancers makestudy
of this oncogenic pathogen very pertinent.

A central question in studying EBV (and all other
herpesviruses) is how the virus manages to evadbdst's
immune system and establish latency. One posszitdwer is
that EBV usurps the host’s own immune control medras.
Some viruses, including EBV, code for proteins #rat
homologous to the immune regulating proteins preduzy
the host organism. The EBV viral interleukin 10L610)
protein, coded for by the vIL-10 gene, is a homalp the
human interleukin 10 (IL-10) protein. vIL-10 is 84%
homologous to IL-10 and exhibits cytokine synthesis
inhibitory activity on both mouse and human celfofre et
al. 1990, Swaminathan et al. 1993, de Waal-Malefyt
al.1991, Niiro et al. 1992, Rousset et al. 1992}10 unlike
vIL-10 stimulates mast cells and induces prolifierapf
mature and immature thymocytes (Vieira et al. 199acNeil
et al. 1990). IL-10 and vIL-10 enhance B cell viif
whereas only IL-10 upregulates MHC 1l on B cell®¢kridge
et al. 2000). Thus, though the viral and cellllamologs
share many immunosuppressive activities, viL-18ddt-
10’s immunostimulatory functions. These differenbave
been attributed primarily to a single amino acidgitution
(Ding et al. 2000).1t would seem, then, that the vIL-10
protein provides EBV with a survival advantage way of
suppressing the human immune system (Goldsby 2088).
However, this role of vIL-10 has yet to be experitadly
confirmed. Due in part to the fact that previouglgts have
been hindered by a limited range of viral hosts,rtile of the
vIL-10 protein in viral pathogenesis is not yetarle

In order to study the role of the vIL-10 proteive
chose to use the murine gammaherpesvirus (MHVlaad
mouse model. Specifically, MHV-68 has been suggkas
an animal model for human gammaherpesvirus infectiad,
while it is notably different from EBV in some geiteand



functional characteristics, they share a pathogerrtle
(Macrae et al. 2001). WhiMHV infection is generally
inapparent in the natural host organi€tgthrionomys
glareolus(the bank vole)infection by MHV-68 does cause
pathogenic symptoms in the common house mouse and
laboratory mouseylus musculugDisease genome 2007).
MHV-68 causes lymphocytosis in house mice simiethie
EBV-induced mononucleosis in humans. Both viriedes
achieve latency, primarily in B-cells (Macrae et2001).
MHV-76 is a natural variant of MHV-68 and
contains a 9.5-kilobase-pair (kbp) deletion of geled.-M4.
While this might seem to be a substantial delet@ative to
the size of other viruses, in a herpesvirus, litos Also, this
deletion is only of non-essential genes. MHV-7@dtion in
mice results in lower levels of splenomegaly, sjgldstency,
and lymphocytosis compared to MHV-68. In other adgyr
MHV-76 is a less pathogenic viral strain (Macraale2001).
In this study, the mouse model, MHV-68, MHV-76,
and recombinant MHV-76 containing the vIL-10 gera
EBV were used in an attempt to characterize the abthe
vIL-10 protein in lytic infection and in establisty latency. It
was hypothesized that introducing the EBV IL-10gério
MHV-76 will restore the high levels of lymphocytesdue to
the high proliferation rate of Thl cells, splenomigg and
viral latency associated with MHV-68. This hypatlsedoes
not imply that the 9.5 kbp deleted region in MHVi86
equivalent to the vIL-10 gene, but that since thel0 gene
is known to hinder the certain immune responsmjght
increase the likelihood of the virus establishiatghcy.

Materialsand M ethods
Creating plasmids used in generating recombinanVM#@
The strategy for creating recombinant MHV-76 is
illustrated in Fig. 1 and Fig. 2. Briefly, Pgp1l&EOMHYV late
gene promoter) and Ppgk (a murine housekeepinggissin
were isolated by PCR from the MHV68 gp150 genetherd
mouse 3-phosphoglycerate kinase (pgk) gene, regplrct
Each promoter was then inserted into the pGL3-Basitor
(Promega), and tested for ability to drive luciera
expression. The luciferase gene was replacedebiz BV
vIL-10 gene, and vIL-10 expression was verifiedamylL-10
Enzyme-Linked ImmunoSorbent Assay (ELISA) which
confirmed the presence of the vIL-10 protein idsellhe
promoter-viL-10 fragments were then inserted iheit
orientation into a targeting plasmid such that theye
bounded by a region containing a nearly complepy @ the
MHYV terminal repeat (TR) and a 3 kb fragment frdra t
prototype left end of MHV76 adjacent to the ternhiregpeat
(LHE).

Generating/Analyzing recombinant MHV-76

Generation of recombinant MHV-76 is outlined in
Fig. 3. The recombinant MHV-76 virus was generated
through co-transfection of NIH 3T3 cells (mouse eyobic
fibroblast cells).Pmelwas used to liberate fragments
containing the terminal repeat, promoter, viL-10 éme LHE
regions from the plasmids. These fragments aloitly w
MHV76 viral DNA were transfected into NIH-3T3 cellsing
FUGENE (Roche) according to the manufacturer’s
recommendationsCultures were incubated at 37°C with 5%

CO, for 5-6 days until plaques formed. Cells from co-
transfection were harvested and frozen/thawed three
consecutive times using dry ice bath and 37°C wa#r in
order to lyse the cells and release the virus.pR-6f the
culture supernatant were added to the first colofmmells of

a previously seeded (1 x4 @ells/well in 200uL of DMEM)
96-well plate. A 2-fold serial dilution was credtey
transferring 10Qul of media from the first column of wells on
the plate to the second column, and repeatingsthjs across
the plate. The plate was incubated at 37°C with®Dsfor 5-
6 days until plaques formed. Wells containing gl&ues
were harvested. The viral DNA from these cells maisfied
and screened. PCR on the resulting viral DNA wagedgsing
vIL-10 primers, as well as primers specific to g 50
promoter within MHV-76. Results were consideredsipive”
if PCR products from both the vIL-10 and gp150 mim
produced bands in the gel. Left and right orieateof the
insertion was determined by different restrictiozyame
analysis.

Generating/Analyzing revertant MHV-76

Generation of revertant MHV-76 is outlined in Fg.
A revertant virus, which served as an added negatmtrol,
was generated by essentially reversing of the presly
described procedure using recombinant virus comigithe
Pgp150-vIL10 insert in the leftward orientatiand the
fragment containing the TR and LHE regions of MH¥-7
PCR screening was done using vIL-10 primers angbtimers
specific to the gp150 promoter. Results were ctarsd
“positive” if bands in the gel were only seen ie tACR
product that used the gp150 primer. The lack lmdiad with
use of the vIL-10 primers indicated that the viLdéhe was
successfully removed.

Growth rate curve

A single-step growth rate curve was generated for
MHV-68, MHV-76, rIMHV76.Pgp150.vIL10L, and
rMHV76.Pgp150.vIL10L.Rev in order to ensure thay an
differences in viral pathogenesisvivowould be due to the
differences in the v-IL10 expression, and not tiifeence in
rate of growth. 10 wells (of 6 well plates prevsbuseeded

with 3 x 1 cells/well) were infected with 5 multiples of
infection (moi) per cell for each virus in a totdl2.2 ml of
DMEM (a total of 20 wells, 10 for rMHV76, and 10rfo
MHV76). Plates were incubated for 1 hour at 379D &%
CO,. Media was aspirated, and wells were washed twitle
PBS. 5 mls of fresh media were added to each meltking
time 0. Samples were taken at 0, 4, 8, 12, 1622036, 48,
and 72 hours. Samples were frozen/thawed thresstio
release the virus from the cells, and titrationduplicate of
each sample were done to determine the amountuf vi
present.

Infection of mice and collection of tissue

3-5 week-old BALB/c mice were divided into 5
groups: MHV-68, MHV-76, MHV76.Ppgk.vIL10R,
MHV76.Pgp150.vIL10L, and MHV76.Pgp150.vIiL10Lrev
infected. Mice were infected intranasally undezsthesia

(Isoflurane). Each mouse was infected with Zxpque




forming units (pfu) of appropriate virus in 40of PBS. Mice
from each group were sacrificed by £&sphyxiation at day 6,
11, and 15 post infection (p.i.). Spleens weradsted on
days 10, 14, and 21 p.i. Spleens from the saneetioh

group were combined in the same 15 ml centrifuge tu
containing 5 ml of PBS and kept on ice until spleyie assays
were done.

Splenocyte assays

Isolation and counting of primary splenocytes were
performed as soon as possible after completioranfdst.
Spleens were placed on a i strainer set loosely on top of
a 50 ml centrifuge tube, and then disrupted withldlunt end
of the plunger from a 5 ml syringe. Cells were hexbs
through using 10 ml of PBS to ensure collectiomokt of the
cells. The disrupting/washing was repeated, alid eere
pelleted at 4°C for 10 minutes at 1500 rpm. GCe#se
resuspended and mixed for 1 minute in red celslisiffer
(Sigma) at 1 ml per spleen. After sitting for anaute, the
cell suspension was filtered into a clean tubewwashed with
20 ml PBS. Cells were then pelleted, resuspendé&dil
DMEM, and counted using a hemocytometer.

Latent Virus Titer

In order to determine the total amount of latentivi
present a limiting dilution reactivation assay ba t
splenocytes was performed by adding 3.2 %cils in 3.2 ml
of DMEM to a reservoir (kept on ice). 100 ul ofution was
added to each well in the first two columns of an@8l plate
(previously seeded with 5 x iMEF cells). 1.6 ml of media
was added to the reservoir, and 100f dilution was added to
each well of the next two columns. This step vegeated
until 12 dilutions were plated. Dilutions were @an
duplicate such that there were 16 wells of eaaltidii. Wells
were scored for cytopathic effect (CPE) on daysidd 21 p.i.

Lytic Virus Titer
In order to determine background of lytic viruslie

splenocytes, splenocytes (3.2 ¥ teélls in 1 ml DMEM )
were disrupted in a beadbeater and titrated byidiiwon NIH
3T3 cells in order to determine the amount of Iyfius
present in the cells. Plates were read 5-6 dags iafection.

Results
Generation of recombinant and revertant MHV-76

MHV-76 is a natural mutant of MHV-68, containing
a 9.5 kbp deletion of genes M1-M4, resulting in éowevels
of splenomegaly, splenic latency, and lymphocytapisn
infection compared to MHV-68. The EBV vIL-10 gewas
successfully inserted into a plasmid containingezitPgp150
or Ppgk (Fig.1). Promotor/vIL-10 fragments wererth
inserted in either orientation into a targetingsphéd
containing a nearly complete copy of the TR and.tH& of
MHV76 (Fig.2).

Once plasmids containing the MHV-76 TR, LHE,
and the EBV vIL-10 gene with promoter were created,
recombinant MHV-76 was generated by co-transfed(on.
3). Results (not shown) of sequencing and regirictnzyme
digestion illustrated the successful creation otsal
recombinant MHV-76 stains including

MHV76.Pgp150.vIL10L (virus containing the gp150 prator
and the vIL-10 gene in the leftward orientatiomyda
MHV76.Ppgk.vIL10R (virus containing the pgk promosad
the vIL-10 gene in the rightward orientation). Triegertant
virus, MHV76.Pgp150.vIL10L.Rev, was made by remgvin
the vIL-10 gene from MHV76.Pgp150.vIL10L (Fig. 4).

Construction of Promoter-vIL10 Cassettes
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1. Promoters inserted
Luciferase expression verified vIL10 expression verified by ELISA

2. Luc gene replaced with vIL10

Figure 1: Promoters Pgp150 and P.pgk were inserted into the
pGL3-Basic vector (Promega), and tested for abiititdrive
luciferase expression. The luciferase gene wdacgeg by the
EBV vIL-10 gene, and vIL-10 expression was verifigd
ELISA.

Construction of Targeting Plasmids
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4. Isolation of constructs with inserts
inserts in both orientations verified
by restriction analysis

3. Promoter+vIL10 constructs
inserted into targeting vector

Figure 2: Promoter/viL-10 fragments were inserted in either
orientation into a targeting plasmid. Insertiorevre&vbounded
by a region with a nearly complete copy of the MAR and a
3 kb fragment from the LHE.

Growth Curve

Once the recombinant viruses were made, a single-
step growth curve of MHV-68, MHV-76,
MHV76.Pgp150.vIL10L, and MHV76.Pgp150.vIL10L.Rev
was created. Results show that viral growth ristedtro are
essentially the same (Fig. 5).

Splenocyte Counts

Results of splenocyte counts indicate a significant
increase in splenocyte number from vIL10-containiifgses
on Day 14 p.i. compared to MHV-76 or the revertzonitrol
but not as high as MHV-68 (Fig. 6). At 14 days,p.i
splenomegaly occurred to a greater extent in nnifexied
with the recombinant MHV-76 viruses containing thie-10
gene than in those infected with wild-type MHV-76.




Latent and lytic virus titrations

Once the splenocyte count was obtained, limiting
dilution assays (with both live cells and disruptedls) were
done to determine the amount of virus, both lytid &atent,
within the cells. Results indicate no differenegvieeen
MHV76 and recombinants with or without vIL10 (Fig).
Results also show that all of the viruses achiatenky in the
spleen, but MHV-68 does so at a much higher |leglsistent
with published studies comparing MHV-68 and MHV-76
(Macrae et al. 2001, Townsley et al. 2004).

Generation of Recombinant MHV-76

MHY Genome
continues ->

MHV76

(left end depicted) / \

Homologous recombination via
cotransfection of NIH3T3 cells

Fragmentfrom o rorhterdEToT
targeting plasmid |
Pmel Pme\
Screening for viL10* virus by limiting dilution
plague purification and PCR

Recombinant ‘

MHV TR [Promoter-viL10 | LHE [ MHV... P

Figure 3: Fragments from the targeting plasmid were inserted

into the wild-type MHV-76 through homologous
recombination via co-transfection of NIH3T3 cells.

Generation of Control Revertant MHV-76

Recombinant

MHY [ TR [Promoter-viL10 | LHE [ MHV... >

Homologous recombination via
E i cotransfection of NIH3T3 cells

ragment from
pBS.TR.LHE ] LHE |
Pmel Prel
Screening for viL10%/gp150- virus by limiting dilution
plaque purification and PCR

Confirmation by sequence analysis

Revertant MHV [ LHE [ MHV... p»

Figure 4: Revertant MHV-76 was made by essentially
reversing procedure used to make the recombinanyéi
containing the promoter and the viL-10 gene.

Single-step Growth Curves
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Figure5: Viruses have equivaleirt vitro growth properties.
Samples of cells infected at 5 m.o.i per cell wakected at
0, 4, 8, 12, 16, 20, 24, 36, 48,and 72 hours. Sesnpere
titrated in duplicate to determine the number af pér ml of
sample.

Change in Splenocyte Number Following Infection
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Figure 6: Data represent two independent experiments with
five mice per group. Spleens were harvested os d@y14,
and 21 p.i. Spleens of five mice were pooled ascugted.
Splenocytes were counted. Splenocyte count datady 0
represent the average of five spleens from unietkntice.
Bars represent standard error of the mean.

Reactivation of Latent Virus from Splenocytes
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Figure 7: In this limiting dilution analysis (Ding et al. Q0)
spleenocytes were plated atop MEF cells in diligtiaoross
96-well plates as indicated on the X-axes with Gplidate
wells per dilution. Wells were scored for CPE @ysi14 and
21. Curve fit lines represent results of nonlinegression
analysis. Data points represent the mean of t@legandent
experiments with spleens pooled from five mice per
experiment.

Discussion

In this study, the role of the vIL-10 gene in
establishing viral infection and latency was adsieels
Recombinant herpesviruses consisting of MHV76 ith
EBV vIL-10 insertion driven by the MHV gp150 or pgk
promoter were generated. The viral pathology of
rMHV76.Pgp150.vIL10L and rMHV76.Ppgk.vIL10R was
compared to that of MHV-68 and MHV-76. It was pcted
that the pathogenic profile of the recombinant MRA&-
containing the vIL-10 gene would more closely resknthat



of MHV-68 rather than MHV-76. Specifically, it was
predicted that introducing the EBV IL-10 gene iMélV-76
would restore the high levels of lymphocytocis, tlu¢he
high proliferation rate of Th1l cells, splenomegalgd viral
latency associated with MHV-68. Infection of BAldhice,
however, did not support this hypothesis. Resnttgated
that vIL-10 leads to a moderate expansion of splgteo
populations at day 14 p.i. but does not signifibaatfect the
guantity of virus able to reactivate from lateritifected
spleenocytes.

Experiments are underway to determine if viral lung
titers at days 5, 10 and 14 p.i. are significaaffected by the
presence of viL-10. In addition, the quantity ateint virus as
determined by PCR analysis is being addresseduré-ut
experiments will assess the expression of viL-1lidfiected
mice and changes in host cytokine expression upfeation.
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Fungal Vaccines: The Search for the Antigen

Frances Benoist
Department of Biology, Rhodes College

Recent research on possible fungal vaccines hasrslrery important and helpful developments in tleelmnism of
vaccine protection. The search for a Coccidioiges. vaccine began in the 1950s, but the failuth®formalin-killed spherule
vaccine against this fungus suggests possible ¢oatipins in creating a vaccine. The identificatiohnew immunogenic fungal
antigens is one important development becausambist probable that isolation of known antigensrfrine nonantigenic spherule
material can increase the immune response. Intawidio finding the best fungal antigen, currensearch shows that a combination
of multiple antigens into one fungal vaccine cailghificantly offer more protection than each astigalone. While the necessity of
fungal vaccines is a controversy still evident imny research institutions, current research forgahvaccines is, nonetheless,

present and making breakthroughs in the creatioa fafingal vaccine.

Introduction

The development of fungal vaccines is a relatively
recent approach to preventing fungal infections,gbu
successful fungal vaccine for humans has not yen becated.
However, there are many new and promising posséslfor a
potential fungal vaccine. Most promising are furgzébunit
vaccines which isolate a specific immunogenic amtitp
elicit an immune response and provide prolongetkeption
from that specific pathogen (Calderagteal. 2002). While
research to find a fungal vaccine is ongoing, tliesgill a
controversy as to whether a vaccine is even neges®dhile
one might argue that any life-threatening diseaseorth
trying to prevent, there are definitely argumerngaiast fungal
vaccines. Heitmaat al.(2006) explain that the main
argument against fungal vaccines is the lack af gattaining
to fungal diseases. There is very little knowled§bow
prevalent fungal diseases are because they dametth be
reported to health boards, and, therefore, an atturprofit
from fungal vaccines cannot be calculated (Heiteizal.
2006). In the study of fungal diseases, it is ingnat to note
that fungal vaccines must be a marketable prochdtt a
pharmaceutical companies must have an incentipecmuce
them. Heitmaret al. (2006) go on to explain that when the
cost-benefit for a vaccine agair@@bccidioidis immitisvas
determined, the estimated gain would be about $3000
each year. Despite this discovery, the argumeainagfungal
vaccines continues. Nonetheless, there are magentists at
different research institutions that have chosdod& past the
controversy of a questionable profit and searctafimgal
vaccine.

Immunization by a vaccine can be acquired passivel
or actively, depending on the type of vaccine. a&tive
vaccine elicits an immune response in the injepteéent, and
a passive vaccine provides protection by injectiboertain
immune response products such as antibodies omhigoypes
(Heitmanet al. 2006). An active vaccine is often delivered
before an infection, and it causes an immune resgpwmich
creates certain antibodies and memory cells whietaatigen-
specific for that pathogen and remain in the bamhfdture
protection (Heitmart al.2006). A passive vaccine only

offers short-term protection and is often given to
immunocompromised patients to aid in controllingheonic
infection (Heitmaret al. 2006). The three main types of
active vaccines are live attenuated, inactivatedubunit
(Enquistet al.2000). Of these types of vaccines, the subunit
vaccine is the most predominantly researched typengal
vaccine. This is due to the fact that an isolatethiunogenic
antigen has a better chance of eliciting an immmesponse,
and it is easier to isolate out and find the bestine
candidates by creating subunit vaccines and tetitmg
efficacy of different antigens one at a time (Cadohe and
Cihlar 2002).

In the search for a fungal vaccine, the key tatelig
a protective immune response is to find the fuaggigen, or
immunogen. Therefore, most research focuses dimfin
these fungal immunogens and test their immunoggroci
murine and other models. There are also certaigifwhich
are better candidates for creating a fungal vacaganst, and
these are the ones in which known fungal immunogeas
being studied to elicit a protective immune resgofhéeitman
et al. 2006). The best fungal candidates for a vacciaedhe
following: Aspergillusspp.,B. dermatitidis, Candidapp.,
Coccidioidesspp.,C. neoformans, H. capsulatum, P.
brasiliensis,andPneumocysti§Heitmanet al. 2006). Of
these candidate€occidioidesspp. is a major fungal target for
the creation of a protective vaccine. This is thuthe fact that
coccidioidomycosis is endemic to a particular ragind
healthy individuals who have overcome an infectiom often
protected from a subsequent infection (Esser amh@&e
2004). The search for@occidioidesspp. vaccine began in
the 1950s, and a formalin-killed spherule vaccie &ven
experimented on 3,000 people in the 1980s (EssEBannett
2004). Unfortunately, the FKS human vaccine ditlstmw
any protection against coccidioidomycosis. Thitufai could
be attributed to too much nonanitgenic materiahancell
wall, which reduced the vaccine’s protection. Aresttheory
for its failure was the fact that the FKS vaccimetoo high of
a concentration, was harmful to the patient reagithe
vaccine (Esser and Bennett 2004). Therefore dieré of
this vaccine made it evident that a specific furagalgen must
be isolated to create a successful vaccine. Aatesibantigen,



without the surrounding nonimmunogenic materiaijldo
elicit a stronger immune response without causgamach
harm to the patient.

Discussion

Since the FKS vaccine of the 1980s, many scientists

have researched the different fungal immunogeratdacon
the spherule outer wall @occidioidesspp. A review article
published by Zimmermanet al. (1998) describes the
protective ability of a multicomponent fraction listed from

the spherule wall of. immitis The soluble aqueous fraction,

termed 27K vaccine, was isolated from the FKS vaebiy
mechanical disruption, the protective ability ok2Was tested
in comparison to the FKS vaccine. In the experitmsgven
mice were injected with 27K plus an alum adjuvait<
alone, or the alum adjuvant alone (Zimmermanal. 1998).
The mice were then injected with three differenbants of
arthroconidia, intranasally and intravenously, fagreks after
the third dose of their specific injection (Zimmermmet al.
1998). Figure 1, from Zimmermaret al. (1998) shows that
there is a significant difference of survival beémemice
injected with 27K plus alum compared to 27K aloreew
challenged intravenously with 500 and 5,000 artbnidia
and intranasally with 5,000 and 15,000 arthroc@nidihere is
a significant difference in mouse survival betw@&K plus
alum compared to alum alone when challenged inirawsly
with 500 and 5,000 arthroconidia and intranasaliy \w,000
arthroconidia (fig. 1). Figure 1 also shows tlinet 27K
vaccine, when injected with an alum adjuvant, isadt as
protective as the FKS vaccine it was prepared from
(Zimmermanret al. 1998).
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Figure 1. Mouse survival, when injected with 27K + alum is
significantly different from both 27K alone and alwalone in
most of the different challenges with arthroconidiso, the
27K + alum is almost as protective as the FKS vac¢whole
spherules). The intranasal infection with 15,000
arthroconidia shows less protection from 27K + athan
FKS. (Zimmermaret al, 1998)

Zimmermanret al.(1998)go on to describe the
different attempts to separate the componentseo K
vaccine. Researchers attempted to fractionatevackine by
sodium dodecyl sulfate-polyacrylamide gel electameisis,
and the Coomassie blue-stained gel did not shoaratg
bands, but only a long smudge across the gelZjfig.
Zimmermanret al. (1998) were then able to successfully
fractionate the 27K vaccine by isoelectric focugtf)
showing separate bands of on Coomasie blue-st#itedel
(fig. 3). When figure 2 is compared to figuretlsievident
that figure 3 shows the separated components ofVacKine.
It is important to realize that 27K is made up iffedlent
components and not an isolation of one antigenitecute of
the spherule wall. The different components of Zokild
have different protective abilities agai@&timmitis and
further knowledge of the components could helparéasing
anitgenicity of the vaccine.
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Figure2: 27K was
unsuccessfully
fractionated by sodium
dodecyl sulfate-
polyacrylamide gel
electrophoresis
because the Coomasie
blue-stained gel did
not show separate
bands. (Zimmermaat
al., 1998)

Figure 3: 27K was
successfully
fractionated because
the Coomasie blue-
stained IEG gel shows
separate bands,
especially when
compared to fig. 2.
(Zimmermaret al,
1998)

While 27K was able to show similar protection to
FKS, a successful vaccine must surpass the preteatiility
of FKS. Zimmermanet al. (1998) make the point that
isolation of specific immunogenic components of 27&
vaccine could be crucial in increasing the vacamebtection
againstC. immitis Another possible improvement to 27K
vaccine'’s efficacy could be the addition of a bre#igjuvant
because adjuvants may enhance the cell-mediatednityma
branch of the immune system critical in fightingn@al
infections (Zimmermanet al. 1998). It is clear in figure 1
that the 27K vaccine, which was injected along i alum



adjuvant, shows the best protection when compar ¢kt
FKS vaccine, but a new and improved adjuvant waeld
helpful in increasing the immunogenicity of 27K
(Zimmermanret al. 1998).

Research for a fungal vaccine agai@stcidioides
spp. makes it clear that the search for the beégjeanmay be
an integral part in finding a successful fungalorae.
Specific immunogenic antigens, coupled with anropti
adjuvant, could be the key to providing protectgainst life
threatening fungal diseases. One study by Kirkketral.
(1998) examined the immunogenic protection of aifige
component of th€. immitisspherule wall, proline-rich
antigen (PRA). PRA has been known to elicit an imen
response in both the humoral and cell-mediateddhesof
the immune system, and Kirklaed al. (1998) specifically
studied PRA’s ability to elicit a T cell responselgrovide
protection for mice infected wit@. immitis Mice were
immunized with the purified protein (rPRA), and dllc
proliferation was measured ten days later (Kirklahdl.
1998). Results from this study (fig. 4) show tHaRA caused
a large proliferation of T cells after being immzexd with
rPRA, but immunization with rPRA did not cause Tl ce
proliferation in response to mycelial filtrate-pllysate
fraction (mycelial F+L) (Kirklancet al. 1998). Kirklandet al.
(1998) explain that these results show that rPRable to
immunize mice against rPRA, but rPRA does not mtevi
cell protection against mycelial F+L. This is pably due to
the fact that PRA is not expresseddnimmitismycelia, and,
therefore, there is no antigenic T cell respons®RA
(Kirkland et al. 1998).
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Figure4: PRA is able to elicit T cell proliferation, butdre is
very little T cell response when the PRA-immune erace
exposed to mycelia F+L. PRA is probably not expedss
mycelia. (Kirklandet al, 1998)

Kirkland et al (1998) also shows that rPRA is able to
provide protection for mice infected wi immitis. Mice
immunized with rPRA had significantly less amouoits
organisms in their lungs and spleen when compared t

nonimmunized mice (fig. 5). As figure 5 shows, thedian
CFU in rPRA-immune mice was 3.3 in the lungs arg&¥3n
the spleen, and, showing much less protectionyibdian
CFU in nonimmune mice was 6 in both the lungs giden
(Kirkland et al, 1998). Kirklandet al.(1998) also used FKS
to immunize mice, and the results showed no vialg@anisms
in the lungs and spleen. This is probably dudéofact that
FKS has an increased antigenicity because it ieaen
spherule, rather than an isolated spherule wallpomant.
This experiment also shows the need to developatwants
which can be added to certain antigens to eligiteater
immune response. While PRA was injected along thi¢h
incomplete Freund’s adjuvant (IFA), it appears phathaps a
stronger adjuvant could aid in PRA’s ability tocélian
immune response (Kirklanet al, 1998). Kirklancet al
(1998) show that PRA is able to stimulate somelll ce
proliferation and provide more protection than ¢oatrol, but
increased antigenicity must be developed for sfaks
protection.
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Figure5: PRA-immune mice show protection agai@st
immitisinfection when compared to nonimmune mice. The
CFU values are significantly different in both fbhags and
spleen. (Kirklancet al, 1998)

The results of this research show that a specific
spherule wall antigen was successfully isolated,thn
isolated protein elicits a T cell response in midech
provides some protection from a subsequent infeatibh C.
immitis. This information enhances and expands upon the
identification of 27K lysate which is also ablepmvide
protection against. immitis While 27K is made up of many
unknown components of the spherule wall, PRA is one
specific antigen isolated from the spherule wahis
development from an undifferentiated lysate toisiodation
and description of a specific antigen is steadyettgyment in
the search for a vaccine agaiistimmitis. Finding an antigen
is a long process which begins with a general sefarc
antigens and leads into more specific possibilfibe<reating
a fungal vaccine.

In the search for a fungal antigen to create a
successful fungal vaccine, it is important to et
mechanisms by which the antigen provides prote@gainst
the pathogen. Dionret al. (2006) studied the effects Gf
posadasiispherules on human dendritic cells (DC),



specialized antigen presenting cells often usethéyody to
fight off fungi and other pathogens. Figure 6 sha@anspecific
experiment in which immature DC were incubated WithC-
labeled spherules, then were fluorescently labeithu DC-
specific antibodies, and finally fixed and permdiabd to
observe the specific antibody markers inside arigide the
DC (Dionneet al, 2006). Immature DC which were
incubated for 24 hours with FITC-labeled spherglesw that
DC (red) often ingested 1-6 spherules (green)imttme
period (fig. 6). Furthermore, immature DC whichreve
incubated for 72 hours with FITC-labeled spherglesw that
DC were able to digest and present spherule argigetiow
and orange) on the surface of the DC (fig. 6).orDeet al.
(2006) then saturated DC with spherules, and o0&t 6f the
DC took up and ingested the spherules. DC arelglaa
important line of defense when fighting &f posadasii.

24 hour

>

72 hour

Figure 6: DC (red) phagocytize and ingest FITC-labetad
posadasiispherules (green) after 24 hours. DC digest and
display antigens on the outside of DC (yellow/o&nafter 72
hours. (Dionneet al, 2006)

Dionneet al. (2006) were also interested in the
morphological maturation of DC, when cultured w@h
posadasispherules. Figure 7 shows the difference between
immature DC, DC cultured with TNE&-and PGE (a
combination known to activate DC), and DC cultuvath
spherules (Dionnet al, 2006). The mature DC (cultured
with TNF-a and PGE) look very similar to DC cultured with
spherules, indicating that spherules are ableudsecthe
morphological maturation of DC (fig. 7). ImagesBd C
appear to have similar phenotypes which consikiraf
dendritic processes, typical of mature DC, whileagks these
processes (fig. 7). Therefore, the similarity besgw mature
DC in image B and immature DC cultured with sphesuh C
shows the ability of spherules to induce DC matorat
Fungal spherules apparently have a significantetia DC

maturation, a mechanism critical to finding thetldaagal
antigen to be used in a vaccine. The antigen ghanalbably,
similar to whole spherules, be able to induce D@unadion
into functioning antigen presenting cells.

ine’ il RO iDC-sph

B

Figure 7: Morphology of (A) immature DC compared to (B)
mature DC cultured with TNk-and PGEand (C) DC
cultured withC. posadasispherules. Arrows point to mature
DC with long cell processes seen in both B anddir{neet
al., 2006)

Dionneet al.(2006) show another interesting finding
in which DC are able to present antigens and aetiva
nonimmune PBMC (peripheral blood mononuclear cells)
Figure 8 shows that DC cultured with spherulesadle to
induce proliferation of nonimmune PBMC. This expent
even shows that there is a significant differenesvben
PBMC activation by DC cultured with spherules ang ather
application, which consist of immature DC, matui@,D
T27K, spherules, and a control PBMC only (fig. 8his data
is interesting and helpful in the search for thstliengal
antigen because it shows that T27K, the same vastudied
by Zimmermanret al. (1998), is not able to activate
nonimmune PBMC in the absence of DC (Dioetal,
2006). DC must be available to present antigens to
lymphocytes and activate the cell-mediated brari¢cheo
immune system, previously found to be crucial ghfing
fungal infections (Zimmermanet al, 1998).

75000 *
[ ]
= 50000
o .
25000
@
A
0 e g .‘:3 _Bgl akd
(@) Q < X ® =
9 8 § & 3 5
8 " 29
a =
(o'

Figure 8: DC cultured with spherules are able to activate
PBMC, while all other applications are not. Thisra
significant difference in the proliferation of lympcytes in
DC-sph compared to immature DC, mature DC, T27K,
spherules, and PBMC alone. (Dioreteal, 2006)



Dionneet al (2006) continue with their research on
DC by establishing a possible antigen to be usedvaccine
againstC. posadasii Immature DC were incubated with
mannan, which acts to inhibit mannose recepto®@n
spherule binding was reduced by about 50% (Diaztrsd,
2006). This data provides direction in the sedocta fungal
antigen because mannose receptors are involve@€in D
binding to spherules, and antigens such as sphealle
mannoproteins could be studied as possible compeirea
fungal vaccine The research by Dionret al (2006) is very
helpful in the search for a fungal vaccine agatcidioides
spp. because it shows the importance of dendetis i the
activation of the immune system. Further reseaachuse
this information to find a specific antigen, origens, that
cause the maturation of DC which are then abléhtigpcytize
and digest spherules. One of the most importardtions of
DC is the presentation of antigens to lymphocytesrder to
activate the adaptive immune response, and thansséy
Dionneet al.(2006) clearly portrays the importance and
possible target that DC could be in the creatioa sticcessful
vaccine.

Tarchaet al (2006) advance the search for a fungal
antigen even further by identifying a set of fungell wall
proteins which contain various MHC Il binding epts,
which will bind specifically to antigen presentioglls in the

TABLE 2.

immune system. This is an important discovery bseat
shows the use of multiple antigens combined inczivg to
provide protection for mice. Mice immunized witiet
multicomponent vaccine, consisting of T cell reaeti
antigens, are protected from a subsequent infeetitnC.
posadasi(Tarchaet al, 2006) In order to ensure that the
proteins isolated do, in fact, contain MHC Il bindisites,
Tarchaet al. (2006) used the ProPred algorithm to predict the
presence of human MHC ll-specific epitope sequelfigs
9). Expression of the genes PEP1, PLB, and AMNdkewe
found to be responsible for the T cell reactivifythee
antigenic proteins Pepl, Plb, and Amn1 (fig. 9} tre
expression levels of these three genes were therestin the
different parasitic phases Gf posadasi{Tarchaet al, 2006).
PLB and AMN1 expression is the highest during theye
phase of spherule development, before segmentatitle
PEP1 has a stable expression throughout the spharcle
(fig. 10) Expression of all three genes is rekinow during
the segmentation stage, and PLB expression is hibha
AMN1 and PEP1 in the last phase of endosporuldfign
10). These findings show that these three diffegenes
encode for different proteins during different [sitia phases
of the spherule, and, therefore, are potentiabans to be
used in a vaccine agairst posadasi{Tarchaet al, 2006)

Deduced proteins of C. posadasii selected on the basis of predicted cell wall association and analyzed by the ProPred algorithm for presence of epitopes which bind

to human MHC class II-restricted molecules

Predicted
Gel Selected seroreactive molecular mass
spot no. protein? (kDa)
2 Aspartyl protease (Pepl) 435
14 Phospholipase B (Plb) 68.6
3 Alpha-mannosidase (Amnl) 36.9
1 Chitinase 1 (Cts1) 474
15 Beta-glucosidase 4 (Bgld) 329
8 Exo-1.3-beta-D-glicanase 93.1
5.6 Endo-1,3-beta-glucanase 96.3
7 Carboxypeptidase Y 603
12 Beta-glucosidase 2 (Bgl2) 928
11 Beta-glucosidase 5 (Bgl5) 36.7
9 Protein disulfide isomerase 573
13 Spherule outer wall 463
glvcoprotein (SOWegp)
4 Metalloprotease 1 (Mepl) 297
10 Proline threonine-rich protein 290

*Protein identity based on homology to reported fungal proteins determined by BLAST searches (1).

No. of predicted promiscuous
T-cell-reactive epitopes?

=] (5] Ln Ln (=] [==] (5] Ln (=% -1 Ln

—_

0
0

Ratio of no. of predicted promiscuous epitopes
to molecular mass (kDa) of deduced protein

0.115
0.107
0.105
0.104
0.091
0.085
0.083
0.083
0.054
0.053
0.035
0.021

“Based on sequence analysis with the ProPred algorithm. A promiscuous epitope is predicted to be presented by at

least 80% of the 51 HLA alleles tested in the ProPred algorithm (37).

Figure 9: The antigenic proteins Pep1, Plb, and Amn1 (cporeding to gel spot numbers 2, 14, and 3) are faamntain multiple
T cell reactive epitopes (MHC Il binding sites).i§data was found by using the ProPred algorithamtayze sequences. (Tareha

al., 2006)
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Figure 10: Expression of PEP1, PLB, and AMNL1 in tGe
posadasiparasitic cycle. PLB and AMN1 have the highest
expression in the presegmentation phase (36 hgrall
relatively low during segmentation (96 h), and FEB
expressed the most during endosporulation (132 h).
(Tarchaet al, 2006)

The purified recombinant proteins rPep1, rPIlb, and
rAmnl were then used to immunize mice separataly an
together before being infected with a lethal amafr@.
posadasi{Tarchaet al, 2006). Both the percentage of mice
which survived the infection and the amount of GRlthe
lungs revealed that the combination of all thremnebinant
proteins provided more protection than each recoantii
protein alone (fig. 11). While each single protpinvided
significantly more protection than the PBS conttog
combination of the three provided significantly mor
protection than rPepl, rPIb, or rAmn1l alone (fify).1This
data is important in the search for the most imngemaic
antigen to be used in a fungal vaccine becausmibines
antigens expressed at different stages of the ifiaragcle
of C. posadasi{Tarchaet al, 2006). This is an important
aspect of a potential vaccine because a multicoeqton
vaccine would be able to provide protection atedéht
stages of the pathogen’s life cycle which in thetho
Therefore, in creating a successful fungal vacdimeay
not be enough to include only one antigen. Theaneh
done by Tarchet al (2006) shows that it may be necessary
to include multiple antigens which protect agaaidsbf the
phases that a fungus may develop into to parasiiezéost.
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Figure 11: The three different antigens rPep1, rPlb, and
rAmnl were used to immunize mice separately and
combined. A. Significantly more mice survived an infection
with C. posadasiivhen protected by all 4 vaccines (rPepl,
rPIb, rAmn1l, and all 3 combined) compared to theticd
PBS, shown by the astericks. Also, significantigrenmice
survived infection when protected by all three gattis, as
opposed to each antigen alone, shown by theBt&FU in
the lungs is significantly less in mice immunizeithw
rPepl, rPIb, rAmnl, and all 3 combined, shown lgy th
astericks. Similar to A, all three antigens conaliiprovide
significantly more protection because there isificantly
less CFU in mice immunized by all three antigensjgared
to each antigen alone, shown by the star.



Summary

Recent research on possible fungal vaccines has
shown very important and helpful developments & th
mechanism of vaccine protection. Preliminary rese#o
isolate a soluble spherule wall fraction, particyl2 7K
vaccine, was crucial in revealing the protectivaitgof
subunit vaccines, especially combined with the best
adjuvant for vaccine release into the body (Zimreernet
al., 1998). The identification of new immunogenic dah
antigens is one important development becauségas t
failure of the FKS vaccine revealed, it is mosthaiole that
isolation of known antigens from the nonantigemiberule
material can increase the immune response (Kirkdzrad,
1998). Kirklandet al.(1998), Dionneet al. (2006), and
Tarchaet al. (2006) each found different fungal antigens,
PRA, mannan, Pepl, Plb, and Amn1, isolated from
Coccidioidesspp. which could be used to create a fungal
vaccine. Both Kirklanebt al.(1998) and Tarchat al.
(2006) used murine models to test the efficacyeirt
proposed immunogens, and all antigens show prote&r
mice infected withCoccidioidesspp. Identification of the
fungal antigen is a critical step in the makingdtingal
vaccine.

In addition to finding the best fungal antigen,
Tarchaet al. (2006) show the importance of finding an
antigen from each phase of t@eposadasiparasitic cycle.
A combination of multiple antigens into one fungatcine
has significantly more protection than each antigileme

(Tarchaet al, 2006). This knowledge can be applied to the

creation of other fungal vaccines, especially & th
pathogenic fungus contains multiple phases of
pathogenicity. Different antigenic proteins ar@essed
during different phases of pathogenicity, therefdris
better to have protection against all phases tlfatgus
may develop into in the host rather just one pdsghase
(Tarchaset al, 2006).

The mechanism of vaccine protection was studied
by Dionneet al (2006), and the importance of maturation of

dendritic cells into functional, antigen presentaadls is an
essential element in vaccine efficacy. The adeptivmune
response, and specifically the cell-mediated immune
response, is one of the most important branchéseof
immune response in fighting off fungal infectiofe{tman
et al.,2006). The findings of Dionnet al. (2006), which
reveal the importance of dendritic cell antigenspreation
of C. posadasispherules, also show that a successful
vaccine should probably target the cell-mediatethbin of
the immune system. While the necessity of fungakines
is a controversy still evident in many researcthitingons,
these different research experiments show suppaiei
search for fungal vaccines.

While the profit of a successful fungal vaccine may be
as beneficial as some of the more widespread diseas
which infect people, current research for fungaloiaes is
still present and making breakthroughs in the waaif a
fungal vaccine. Of these many breakthroughs, the
combination of multiple immunogenic antigens, alavith
the best adjuvant, is the most promising candintatiee
creation of a fungal vaccine.
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Aggressive Behavior of Male California Sea Lions during

Breeding Season and the Effect of Interrelatedness on the

Behavior of California Sea Lions at the St. Louis Zoo

Julia Goss and Professor Sussman
Behavioral Research at the Zoo

California sea lions’ habitat ranges from the Pacifoast from Vancouver south to Baja Californialahe Gulf of California, but
they breed all the way south to the Tres Mariaarids. Seven sea lions were observed in this stiuithe St. Louis Zoo, two males
and five females. The group was observed forffifeyhours and their main activity cycle and sodiaehavior patterns were recorded.
The main results are as follows: The California §eas spent the majority of their time restingwitthers (37%). RJ, the fertile
male vocalized and played more aggressively thaadi/the castrated male. Hide and RJ, mother and (@mnaverage) spent more
time resting and swimming together than they dith wny other sea lion. Hide and Seek, twin sist@ns average) spent more

resting and swimming together than they did witl atiher sea lion.

Introduction

The genugalophusis divided into three subspecies:
Zalophus californianusZ. c. wollebaekiandZ.c. japonicus
(Nowak 2004). The Japanese sea lidre(japonicuswas
originally found in the Sea of Japan, but nowsssld as
extinct by the World Conservation Union (IUCN). e'h
Galapagos sea lioZ {c. wollebaeRiis found on the
Galapagos Islands and off the coast of EcuadoCamaimbia
and is listed as vulnerable by the IUCN (Nowak 200Bhe
California sea lionZ.c. californianu}is the only subspecies
protected under law, the Marine Mammal Act of 1%
remains off the endangered species list despite migrtality
rates reported because of reduced food suppliesodekNifio
(Nowak 2004). These sea lions’ habitat rangesgaiba
Pacific coast from Vancouver down through the @dlf
California and the coast of Baja California, anelythvill breed
as far south as the Tres Marias Islands. Currdidfly000 sea
lions are estimated to be located in California @a@00
inhabit Mexico. In the spring, the males make ahnua
migratory movements to breeding rookeries, ofteated in
the Channel Islands and Mexico, while females ramkiser
to the breeding rookeries on the coast nursing tfeeing for
four to eight months (Riedman 1990).

California sea lions have brown coats, with théesa
usually being darker brown but having a wider raofypelage
color, and the females being lighter, or “blond@Nhitaker
1996). However, in the water their coats appeackbl Their
fusiform shaped bodies and foreflippers, whichracslified
forelimbs of land mammals used for swimming, allinem to
dive up to 450 ft. They are capable of reachirggsis of up
to 25 mph, the fastest of any aquatic carnivoreitsibr
1996). Adult males have a raised forehead, ottshgrest,
that helps distinguish them from the females watlér,
smoother foreheads. Adult males weigh betweena#i0860
pounds, while the females are much smaller, wegh®0 to
220 pounds (Whitaker 1996). These physical diffees are

examples of sea lion sexual dimorphism. Not onéythe
males twice as large, but their sagittal crestwaiogr range of
pelage colors are secondary sexual character(Sateffer
1969).

Male sea lions establish breeding territories from
May to August. Males do not establish harems, @éabaait
maintained by a male fending off other males amgmting
them from gaining access to other members of thenha
(Bradbury 1981). Instead, sea lions exhibit reseulefense
polygyny or territorial defense. Because the famare not
forced back into the territory, often called femdéfense
polygyny, and there is more focus on the defengbeof
territory itself, it is correct to say Californiaa lions establish
breeding territories, not harems. The term harepiiéa
“exclusivity” (Grimzek 2004) between the males danhales
and, as Reidman states, the females can “exexmise s
choice” (1990) with whom to mate when in the bregdi
territories.

The gestation period of female sea lions is eleven
months. The sea lions arrive at the breedingtteyrand give
birth four to five days later. Three to four weelfter giving
birth, the female will mate with one of the territd males
(Nowak 1999). The males will usually mate withwamd
sixteen females in one breeding season. Howewy,db not
remain in the rookeries, but migrate north to thasts of
California, Oregon, Washington and British Columbia
(Nowak 1999). The breeding territories also ineltochelor
groups of non-breeding males, juvenile males, and n
breeding juvenile females (Bradbury 1981). The cositipn
of breeding territories is similar to the groupQx#Hlifornia sea
lions living at the St. Louis Zoo.

The members of the order Pinnipedia, pinnipeds, or
aquatic carnivores are considered the most vocainmreian
taxa. For that reason communication between ttee ta
including the California sea lions, is often a sdbjof study



and experimentation (Schusterman et al, 2001)h Bot
Schusterman et al (2001) and Peterson and Bartleglom
(1967) agree that California sea lions vocalizeevmut of the
water. However their vocalizations, similar totehking
bark” (Whitaker 1996) have a wide variety of measin For
instance, females use their signature vocalizatidacate
their pups in the rookeries. Males vocalize tovsho
aggression, threaten other individuals, or attaatiate
(Riedman 1990). These vocalizations, when the alsiare
congregated in a large group, can alert otherisaa bf any
type of danger (Bartholomew and Peterson 1967 Th
meanings behind these vocalizations can changargiin
intensity depending on the season.

During breeding season, May to August, aggressive
behavior is heightened in territorial males. Tdggression is
focused toward other males as a display of dommaner
their breeding territories (Peterson and Bartholemi867).
These behaviors can range from vocalized thredkspuating
of the sea lion's head vocalizing with its moutldevopen, to
fights that can inflict serious wounds becauséiefdea lion's
sharp canines (Renouf 1991). During the breeddagan the
social structure is much more defined because #ilesmust
protect their rookeries. The level of dominanceéases with
the size of the male sea lion (Nowak 853). Howgeatside
of breeding season the sea lions' social hieraschyore lax
because the males are not defending their bregglirigpries.
The males also migrate northward after the breesiagon,
and their absence contributes to the lax sociaahiay.

The current study was conducted during the breeding
season, at the sea lion tank at the St. Louis Zuohnhas one
juvenile male capable of breeding and one fullyliachstrated
male. It can be hypothesized that the juvenileemaiuld
vocalize more and show increased aggressive batavio
opposed to the castrated male.

Another topic that has been extensively studigtias
imprinting propensity of the sea lion pup, espédgitd
humans. During various experiments, if the seaas
reared by a surrogate human and then allowed tonréd its
biological mother or its zookeeper, it usually preéd its
surrogate mother (Reidman 1990) and could evergréze
him/her up to five years later. This behavior al&s found to
be true of captive California sea lion pups witkithmothers.
In captivity, the sea lion pups not only interactadre with
their mothers after a long period of separationabs
interacted more with sea lion kin than with unrethsea lions.
While it would seem that a sea lion pup in the wioluld
recognize its mother after long periods of sepanadis it does
in captivity, this ability has yet to be observ&igdman
1990). Based on the family relationship of the Ig@as at the
St. Louis Zoo and the previous experiments conogrkin
relations, one would expect the two female twing ane of
their sons to interact more frequently than theai@img
unrelated sea lions in the tank.

For this study, | observed seven California seadlj
two males and five females. | monitored their gahsocial
behaviors and to what extent their interactionsavwigendly or
aggressive. | also recorded the location of thabitat in
which these behaviors occured, with whom they aetuand
when they occured. Specifically, | studied thdett#nces in

vocalization and aggressive behavior in the jusenible
versus the castrated male. Additionally, becatiskeo
interrelatedness of three of the sea lions | datexchwhether
or not there are a greater number of interacti@taden
related individuals or between these individuald anrelated
sea lions.

M ethods

The Saint Louis Zoo has seven California sea lions
that are housed separately from the sea liongttédrm in
the shows. The tank group consists of two maldstlie
juvenile male, and Woody, the castrated fully adudde.
There are five females including two fertile twiklide and
Seek. All of the females are capable of reproductiigure
1).

Name of Date of
Animal Sex Birth Other
Woody Male 6/12/86 | Castrated Male
Juvenile Male -
RJ Male 6/27/03 | fertile
Hide Female | 6/21/90 | Dominant female
Seek Female | 6/21/90 | Dominant female
Third highest
Ethel Female | 6/10/87 | female
Fourth highest
Patches Female | 6/02/87 | female
Fifth highest
Julie Female | 6/23/92 | female

Figure 1. Names, Sexes, Date of Birth, and other information
concerning the California sea lions

The social hierarchy, although not completely rigid
has seventeen year old Hide and Seek as the daminan
females, twenty year old Ethel as the third higheetnty
year old Patches as the next lowest, and fiftean giel Julie
as the lowest ranking female. Julie is the smatlast
youngest. The twenty one year old male, Woodglpiminant
over the juvenile four year old RJ, although he hasore
relaxed demeanor. Each sea lion with the excetion
Patches, had either one or both parents born iwilte
(Figure 2).

vanne

Sally Sarsh
(Mild-1974)  ABH2IE) (ild-1974)
Ethel ‘Wioody
Torty Winston Bennie

Patches-Born in Sea Wiorld [Chio)
(BI02/E7)

(Mld-19700 AId-1977) (ild-1977)
Sally Sally Hide:
(ild-19747, Hide (Wilc-1974) >
& Jullie R
Bennie Seek Bennie Raoland
(Wild-1977) (vilc-19777) Wild-1977)

Figure 2: Genealogy trees of the seven sea lions

Caging

The sea lions are housed in a tank on the south sid
of the zoo. The tank is nine feet deep and hol@s0fD
gallons of fresh water to which salt is added. Twk forms a



figure eight, with smooth floors and walls, excégtthe two
rock formations on both sides of the tank. Thes& r
formations are constructed with various ledgesaadnies
that offer places to rest and receive food dureeglfng times.
The formations were made to mimic the rocky grdezches
that the females use as rookeries. The tank isietbavery
Thursday. The cleaning consists of draining timé ta
removing the algae on the walls and floor of thektaith a
power hose, and refilling it.

There are few objects for enrichment in the task,
wild sea lions do not play with objects; howeveblae ball is
often floating around in the water for the seadi¢m play
with, if they so desire.

As far as recording where the specific animalsawer
located while collecting the data, the tank wasddig into
seven sections, L (Land) 1-3 and W (Water) 4-7 {f&cB).
The land levels represented the sections of rothartank.
Land 1 was the uppermost level located on thestdstof the
tank, and Land 2 was the one underneath it. Lamds3on
the west side of the tank. Land 2 and 3 were tlieided into
2A and 2B and 3A and 3B, with the A sections ba&inghe
north side of the tank, and the B sections beinthersouth
side of the tank. The water sections of the taakevthen
divided into quadrants, 4 being the Northwest qaatji5 the
Northeast quadrant, 6 the Southwest quadrant, dne 7
Southeast quadrant. The sea lions would veryyandt the
water on the edge of their tank so these secti@ns \abeled
with the direction they were facing when exitingnbith, S
south, E east, W west (Figure 3). The sea liongwsually
all visible at once unless resting on oppositesifehe rocks,
in which case moving around the exhibit allowed tmcate
all of them.

Materials

Two data sheets were used to collect the maximum
amount of information concerning social behavior$e first
was a scanning data sheet which was used to réoeska
lions' behavior, location, and nearest neighboryeten
minutes (Figure 4). The behaviors were recordé@ube

legend derived from the ethogram of mutually exeleis
behaviors (Figure 5). The area in which each indial was
located was recorded with a tally mark under tharepriate
section. The first letter of the sea lions' name wsed to
represent whichever sea lion was the nearest neighthe
second data sheet was used to monitor a focal &(iigare
6). For one hour increments a sea lion was chaseandom
and its social behaviors, duration of behavior, lmcdtion
were recorded. The focus here was strictly orstsal
behaviors of an individual sea lion. The same gthim used
in the scanning sample was used in the focal sarhplegever,
only the social interactions were recorded. TheFactions
included vocalizing, playing, swimming, resting,jogging
with other sea lions. Each vocalizing or playintgraction
between the focal individual and another sea lias vecorded
as either friendly or aggressive. This data shehted to
provide more detailed information on the sea licosial
behavior (Figure 6).

A stopwatch, pen, clipboard, and a spiral notebook
for ad lib notes were used during the study.

Figure 3: 1-3B represent the five sections of rock in the&tan
4-7 represent the sections of water, and N,S,E e

directions the various sections are facing

Date: 6/7/07 Woody Ethel Hide Seek Patches Julie RJ
Time: 12:00

Behavior: SO SO SA RO P RO P
Nearest

Neighbor E w - J RJ S P
Location: 7 7 4 2A 5 2A 5

Figure 4: Sample data sheet for focal sampling. Data wesrded every 10 minutes.



Behavior Description Behavior Description
Swimming with
Others Two or more individuals Jugging Both hind flippers and one
(SO) moving forward in the water J) foreflipper extend above the
using their flippers to propel surface (Bearzi 2006)
themselves without porpoising
Swimming Alone One individual moving Porpoising Leaping from the water and
(SA) forward in the water using (PO) reentering headfirst
his/her flippers to propel itself
without porpoising
Resting Alone One individual that remains Vocalizing Making any sort of vocal noise
(RA) stationary and is located V) whether it is a grunt, bark, or growl
more than one meter away
from another individual
Resting with
Playing Two or more individuals in Others Two or more individuals that
(P) the water interacting closely (RO) remain stationary and are located
in a friendly or aggressive within one meter of each other
manner or are touching another individual
Feeding All individuals are stationed Swimming All sea lions congregated in one
(F) in their feeding zones and Congregated swimming area either moving in
a circuit around the tank or
are receiving hand tossed fish | (C) remaining in that area

Figure5: Ethogram of mutually exclusive behaviors usecadcan and focal sampling.

Time Actor | Action | NN| L1 | L2| L3] W4 | W5 | W6| W7| FA | Date:
11:50-12:30 | RJ SO H I 6/7/07
12:30 RJ \% H I I
12:30-12:33 | RJ P W I |

Figure 6: Sample of focal data sheet, illustrating the baravwswimming with others, vocalizing, and playidetermined by
Figure 4.

Activity Cycle of California Sea

Results Lions
The California sea lions’ activity cycle at the St. 1 13 ] swimming with Others

Louis Zoo consisted mainly of Resting with Othengjich 2Loh TR, (X2 swimming Alone
occurred 37% of the time, Swimming Congregated (17% » DR " ERestfngwithOthers
Swimming Alone (14%), Swimming with Others (13%hda % % — Resting Alone
Resting Alone (11%). Less frequent activities tmield % TR V°°f"'z'"g
Jugging (4%), Playing (2%), and Vocalizing and Feed n Ezay';g
(both 1%) (Figure 7). _ |:|Fegegdinz

[;27 Swimming

Congregated

Figure 7: Activity cycle of the California Sea Lions at t&e.
Louis Zoo



The sea lions spent nearly equal time in the water
(52%) and out of the water (48%). However, thei/spiend
noticeably more time in certain water and landisest 5
(Figure 8). ]

In the water sections, the sea lions swam in &eeti 20
the most at 23% and Section 6 at 16%. These freigs of
tank use were most likely related to the fact thatzookeeper
entered this section of the tank for each feediig sea lions
would congregate up to an hour before feedinghdsé two
sections anticipating the zookeeper’s arrival. tidas 5 and 7
were not near the zookeeper’s entrance and therkfes
swimming occurred in these sections. As far as taudions,
resting in Sections 1 was the most frequent (1346)) 3B Figure 8: Time spent in each section of the tank
(16%). However, the frequency of resting on lagitected
each sea lion’s resting spot preference. Most hagttain spot
on which they would rest when they were out ofulaer for Characterization of Playing Bouts and
a long period of time. Section 1 was possibly thesm Vocalizations
frequently visited because between Woody and Elieel

Location of Behavior Frequencies

15 +

10 +

giinisninininininl

1 2A 2B 3A 3B 4 5 6 7

Location

Percentage of Time

average number of times each rested on Sectiors L& 8 38 i -
times during the observation period, while for temaining & 60 0
five sea lions the average number of times eadbdem 3 50 g = Friendly
Section 1 was 113 times. 2 o] | Aggresive
While resting and swimming with others occurred B 5 .
more frequently as social behaviors within the grqulaying § 10 T
0

bouts and vocalizations were categorized as edtjgressive
or friendly. There were more friendly playing bo(®@8) than Playing Vocalizing
aggressive playing bouts (12). However, there wawee
aggressive vocalizations (72) than friendly voaians (50)
(Figure 9).

One reason for the predominance of aggressive
vocalizing was in defense of RJ’s (the 4 year eltile male) Aggressive Vocalizations Directed at RJ
aggressive behavior. From the total of 56 aggvessi
vocalizations recorded (excluding RJ’s), 27 or 48&te
directed towards RJ (Figure 10). Patches wasdhecs of
nearly all these aggressive vocalizations toward RJ

RJ’s social behavior while playing and vocalizing
was significantly more aggressive than Woody's @heyear
old castrated male). While Woody emitted only 2raggive
vocalizations, RJ emitted 18. Woody never played
aggressively, while RJ did so 7 times (Figure 11).

Interactions between RJ and Hide (son and mother)
and Hide and Seek (twin sisters) indicated that faenilial
relationship corresponded positively with how mtiaie they Figure 10: Aggressive vocalizations directed at RJ
rested and swam together, but had a negativeaesdtip with
the amount of time they spent in playing and vadadj with
one another.

RJ and Hide played slightly less than RJ and the

Figure 9: Number of friendly and aggressive playful bouts
and vocalizations
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Aggressive Vocalizations and Aggressive Play
Bouts in RJ versus Woody

others. RJ played 7 times with Hide, while playanmgaverage 2 5
of 7.8 times with the other sea lions (Figure ).even 2 .
greater difference was observed between the nuaitiei’s 22
vocalizations toward his mother and those towaheésea —g 3 15 oRJ
lions. RJ and Hide vocalized 4 times with each ntivaile RJ S 10 18 0 Woody
vocalized an average of 17.8 times with the otearl®ns. 2T s
However, RJ and Hide spent much more time swimraird) g . 5 !
z T

resting together than RJ did with the other seaslio

RJ and Hide swam together for 181 minutes, whiles\Wwam
with others for an average of only 19 minutes. Rd ldide Figure 11: Number of aggressive vocalizations and play bouts
rested together for 107 minutes, and RJ restedatiitérs for in RJ versus Woody

an average of 23 minutes (Figure 13).

Aggressive Vocalizations Aggressive Play Bouts




Interactions between Hide and Seek mirrored thése o
RJ and Hide. Hide and Seek never played togethele Wide
played with others an average of 1.4 times. Hidk $eek also
never vocalized with each other, while Hide voaadizvith
each of the others an average of only one timeu(Ei@4).
However, Hide and Seek swam together for 77 minated
Hide swam with others (excluding RJ her offspring)y an
average of 20.6 minutes. Hide and Seek restedhegéir
120 minutes, while Hide rested with others (exatgdRJ) an
average of 51 minutes (Figure 15).

Discussion

During this study | investigated the St. Louis Zma
lions’ general behavior patterns, as well as tffedince in
behavior between a fertile male and a castrated,raad the
differences in behavior among those with familedations.
The sea lions spent the majority of their time iatding
socially, whether resting, swimming, or juggingétiaer, or
playing or vocalizing. The predominance of socighavior
supports Miller's (1991) claim that pinnipeds madteal
subjects because of the researcher’s ability tystiuem at
close range and the sea lions’ high frequency of
communication and social interaction. HoweverRasiman
(1990) points out, sea lions’ social organizationhe wild
changes seasonally. These changes involve a tmoctused
social hierarchy during breeding season while théem
protects his rookery, and a less strict hieraralmjnd) non-
breeding season. Because the sea lions at theds ¥oo0 are
contained within a tank and | did not observe tloarmof
breeding season, watching their social organizatif@ange
was impossible. Also, due to RJ being the only noalgable
of breeding made determining the social structumingd the
breeding season difficult because he had no oérntlef males
with whom to interact.

Schusterman (2001) states that pinnipeds are
considered to be the most vocal mammalian taxa st
lions at the St. Louis Zoo are no exception and thigh
frequency of vocalization helped me discern behavio
differences between a male sea lion in breedingoseand
one who is not breeding. By categorizing theiralzations
as either friendly or aggressive | was able toefisthe
differences between Woody and RJ’s behavior. Reaas a
fertile male would in breeding season; howeverabse
Woody is castrated he acted as a sea lion wouldfout
breeding season. RJ’s behavior involving playind a
vocalizing was much more aggressive than Woodytabier
in these activities. RJ’s aggressive behavior affected the
behavior of the five other females in the tank. Tifegority of
the females’ vocalizations were directed at REksponse to
his aggressive behavior. Patches, in particulas, aarget of
RJ’s aggressiveness, which is reflected in her frigijuency
of aggressive vocalizations toward him. The higrelef
aggressive behavior in RJ as opposed to Woody stgppo
Peterson’s and Bartholomew’s (1967) findings thymrassive
behavior is more developed during the breedingeseashere
exists, however, a great discrepancy in age betWémody
(21) and RJ (4). Further research between breedidgion-
breeding males of similar ages would clarify whetiés type

Playing and Vocalizing between RJ and Hide
versus RJ and Others
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Figure 12: Playing and vocalizing occurrences of RJ and Hide
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of behavior is due primarily to breeding statusfage is a
factor in this difference in aggressiveness.

Observations of the St. Louis Zoo sea lions support
Riedman’s (1990) conclusions regarding interactiogisveen
sea lion kin. Riedman'’s finding that mothers areirtiea lion
pups born in captivity interacted more with eadteotthan
with unrelated sea lions was supported, to sormenéxby
Hide and RJ'’s relationship. Although the two vized and
played with each other less than they did withdter sea
lions, they both spent greater time on average svimg and
resting together than with any of the other seaslioGiven
that the majority of vocalizations recorded in thisdy were
aggressive in nature, it is not surprising that f@ealizations
occurred between RJ and Hide, whose relationship wa
observed to be friendly in nature. Riedman’s obeston that
sea lion kin spend more time interacting was alggpsrted by
the data regarding Hide and Seek’s interactionisle ldnd
Seek, like Hide and RJ, vocalized and played legsther
than with the other sea lions, but they did speondenime on
average swimming and resting together than Hidendtid the
other sea lions. While Riedman points out thesengtkin
relations have not been observed in the wild, Hreyapparent
in captivity among the sea lions at the St. Lowws Z

As previously mentioned more research is needed to

determine the relationship between aggressive hehand
age versus breeding status among male sea liaagptivity.
In the future, | would study males of similar agetbin and
out of breeding season. In addition, during thislgttwo
sisters were observed and conclusions were dragarding
social behaviors among related sea lions. Howegkations
between two male siblings or a male and femaléngjldould
be studied to determine if these relationships \saréar to
those found between the two sisters. During thidysa
mother-son combination was observed. Future sfwshieuld
include observing the quality of mother-daughtdaitrenships
to see if they are similar to the mother and sdaticaship.
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A novel connection between the Nuclear Pore Complex and

the Cell Division Cycle in Saccharomyces cerevisiae: The

Nucleoporins Nup84 and Nup188 are significant to the
Activity of the G1 Cyclin CIn3, while Nup2 is not

Tyler C. Cullender & Mary E. Miller
Department of Biology, Rhodes College

This investigation offers the first datentation of a physiological link between the fiomcof the G1 cyclin CIn3 and the
nuclear pore complex (NPC). In Saccharomyces csigevi commitment to cell division is largely regathby a complex of two
proteins, Cdc28 and CIn3. This complex must becegm from the cytoplasm to nucleus, where thetgematerial is housed.
Though a number of additional proteins are thoughsupport this movement, none have previously liksified. Three proteins of
the NPC, the channel through which the compleRasight to pass to enter the nucleus, were prewadssfined as important in the
localization of an artificial construct consistiraf a portion of the CIn3 protein. This researchritifes genetic interactions between
full-length CIn3 and NUP84, NUP188, and NUP2 toeat&in the relevance of these nucleoporin-encodiages in regulated cell
division. CIn3 activity is reduced in the absent& 0P84 and NUP188, but not in the absence of NUP2. absence of NUP188

increases the relative frequency of unbudded cstéch suggests that the lack of this NPC compodelatys passage through the G1

phase of the division cycle. The absence of NUR®4 dot increase the frequency of unbudded ceitsather increases the
frequency of cells with aberrant morphologies. iheestigation concludes that NUP188 is significaemthe functionality of Cin3,
while NUP2 is not. Data suggests that NUP84 as#is@n3 function, but further investigation is tétpd to establish the effect this

has on cell cycle progression.

Introduction

The division cycle of eukaryotic cells is a highly
regulated process that involves the duplicatioa oéll's
components and its subsequent separation into &wghder
cells. In order for the daughter cells to be bothctional and
genetically identical to their predecessor, thehaotell must
utilize methods that insure the accurate duplicediod/or
segregation of its genetic material (chromosonagjnelles,
and other cellular components. These methods diextieely
called the cell-cycle control system. This systenplys a
reliable series of molecular activities at the bagig of each
cell cycle to ensure the proper coordination anomblogy of
events (Morgan 2007).

The cell-cycle control system is primarily depentden
on a group of proteins known as cyclin-dependemases
(Cdks). In order for Cdks to become active, thegting
bound by a member of a family of regulatory prosdinown
as cyclins. Cyclins activate the Cdks by causing a
conformational change in the Cdk protein strucamd
targeting the kinase to appropriate substrates gato2007).
The cellular concentration of Cdks remains faidystant
throughout the cell cycle, so the cell-cycle cohsystem
relies on the oscillation of different cyclin prate to initiate
particular events. Thus, cyclin-Cdk interactionsyide the
bulk of the regulatory mechanisms as the cell prsggs
through its cycle (Morgan 2007).

To maintain the proper functioning of cyclin-Cdk
units, cells implement a series of checkpointsatain
transitory periods in the cell cycle. One majoradmoint in
the cell cycle, called “Start”, occurs as cellspast of G1
and move into S phase. This regulation is cruaablise
passage through Start irreversibly commits a odihé
division process. If conditions (both intracellijaand
environmentally) are not favorable for divisionrtegén signals
may act to inhibit Cdk activity, thus preventing tbell to
progress through the Start. When defective, théskpoint
plays an important role in the development of oreig
properties in mammalian cells (Biggs & Kraft 1995).

The budding yeastaccharomyces cerevisiaglizes
a single Cdk, called Cdc28, throughout the celley€he
precise function of the Cdk is dictated by the ipatar cyclin
which is present in the complex. Though transittmough the
Start checkpoint is dependent on both G1 and Gy¢hns, it
is believed that the G1 cyclin CIn3 normally iniéa the
transcription events necessary for this progression
Progression through Start requires that the CIn828d
complex is able to initiate transcription during By acting on
a transcriptional regulatory network. Since meteoland
nutrient availability are directly indicated in tigeowth rate of
the cell (and thus its potential to initiate dieis), CIn3
concentrations may act as an indicator of a cedbsliness to
enter the division cycle (Miller & Cross 2000, Marg2007).



ClIn3-dependent progression through the Start
checkpoint requires that the CIn3-Cdc28 complest fiass
from the cytoplasm (where it is made) into the pusl(where
it functions) (Futcher & Edgington 2001, Miller &@ss
2000, Miller & Cross 2001). Passage into the nusisu
energy dependent and requires Ran GTPase, consisten
classic import via the nuclear pore complex (NA@i)lér &
Cross 2001). Once the CIn3-Cdc28 complex is withén
nucleus, it is able to indirectly initiate the tsaniption of
G1/S transition genes by acting on a regulatorwoek
(Costanzo et al. 2004, Levine et al. 1996, MilleC&ss
2001).

The nuclear pore complex serves as the primary
transport channel for macromolecular traffic betwéee
nucleus and cytoplasm of a cell.3ncerevisiagthe NPC is
thought to be comprised of approximately 30 distproteins,
collectively named nucleoporins (Adam 2001). TheONP
spans the width of the nuclear envelope and can be
categorized into three distinct components: angmial
nuclear core, a cytoplasmic ring equipped withnfigants, and
a nuclear basket (Suntharalingam & Wente 2003).

Cytoplasmic Ring
& Filaments

B Saeh1
NuB85—Nup120
Nup14sC %sacu
Nupg4

1
Nup133

} Nuclear Cor

ry
Nup188, Pom152,
Nic9e, Nup192

g
Nup&D —Hup2 |—»

Nuclear Baske¢

Figure 1: Nup2, Nup84, and Nup188 belong to separate
subcomplexes within the nuclear pore complex. Tardear
figure represents a simplified rendering of theleacpore
complex inS. cerevisiaeThe boxes on the left represent the
three subcomplexes to which Nup84, Nup188, and Ntgy?
to bottom) belong. Dashes between protein nameésaitedthat
the proteins display defined interactions with anether.
Commas between protein names indicate that theiatisos
are not well understood. Complexes containing dyoam
nucleoporins are indicated by an asterisk. Gerstratture of
the NPC structure is indicated on the right (Maadiffrom 9).

Small molecules (<30-40 kiloDaltons) may diffuse
freely through the NPC, but larger molecules masattively
transported through the channel (Adam 1999, Ada@i 20
Fabre & Hurt 1997). Recent examination of the NBggests
that it functions not only in molecular traffickingut also in
spindle and kinetochore assembly, chromatin orgaioiz,
and transcriptional silencing (Siniossoglou etl@97,
Suntheralingam & Wente 203

An additional protein family, individually labelexs
either importins or exportins, mediates the actigasport
through the NPC. As their names imply, importins|feate
the nuclear localization of proteins and exporshattle
proteins from the nucleus into the cytoplasm (Ad889).

Proteins that require nucleocytoplasmic transpftenocontain
specific amino acid sequences that allow impoiding
exportins to recognize the protein cargo. Thesaestes may
be classified as either nuclear localization sigiBILS) or
nuclear export signals (NES), depending on theiction.
Currently, the two categories of NLS that are hesterstood
are the SV40 type and the bipartite type. The SN48 type
is characterized as a short cluster of positivélgrged
residues, while the bipartite type consists of pegitively-
charged basic clusters separated by a linker re@itn3
contains a bipartite type NLS at the C-terminusiciiinas
been identified as extremely important for the tatjon and
nuclear localization of CIn3 (Futcher & EdgingtodOZ,
Miller & Cross 2001).

While the bipartite NLS of CIn3 has been clearly
defined, the genes that support the passage ofi@in3he
nucleus have not been distinctly identified. A genscreen
was performed to determine those cellular gendsrizact
the movement of CIn3 into the nucleus. To faciitdte
analysis of CIn3 nuclear localization, the scretlizad Green
Fluorescent Protein (GFP)-based live cell imaging.
Unfortunately, complications arise in attemptingliermine
the cellular location of full-length CIn3 proteinat has been
tagged with a GFP marker. The high propensity fo83Go
degrade, coupled with its low abundance in wildtgpains,
inhibits the detection of GFP-tagged CIn3 usingenir
methods. Therefore, a GFP fusion that utilizes ¢iméyCIn3
NLS sequence was used in the screen. The CIn3 NES-G
fusion was expressed from a high copy plasmid éncell to
allow efficient detection of the cellular localizat of the CIn3
NLS (Figure 2A). This method provides an effectirel
straightforward assay for CIn3 NLS activity.

A.WT with GFP-fused CIn3NLS B. 4nup2 with GFP-fused CIN3NLS

C. 4nup84 with GFP-fused CIN3NLS  D.4nup188 with GFP-fused CIn3NL S

Figure 2: CIn3 NLS defects are observed to a degretnimp2,
Anup84, and4nupl88 strains. S. cerevisiaeells expressing the
GFP-tagged CIn3 NLS. A) 1254-14D (WT), B)MY 133-5A
(4nup?, C) MMY131-12C ¢nup188§, and D) MMY135-8D
(4nup8¢) show varying levels of NLS activit

Seventy nine genes B cerevisia@annotated as
important for the nucleocytoplasmic transport of
macromolecules by t8accharomyce&enome Database
(accessed 2005) were screened for their relevamthei
nuclear localization of the CIn3 bipartite NLS, ngsithe GFP-
tagged CIn3 NLS localization screen. Deletion sgaiere
recorded based on their GFP localization defealsedeven of
the assayed genasAP114, MLP2, MFT1, NPL3, NUP2,
NUP84, NUP188, TEX1, THP2, UBSIndTHI73), were
identified as important for CIn3 NLS activity (Mgéli, raw



data). Of these eleven genb&JP84, NUP188andNUP2
encode components of the nuclear pore complex.

The Nup84 protein is a nucleoporin that is locaiad
both the cytoplasmic and nuclear peripheries oNRE as a
component of the Nup84 subcomplex (Figure 1)
(Suntharalingam & Wente 2003). The Nup84 subcomplex
the nuclear face of the NPC has been suggestemétidn in
the reverse recruitmentodel for gene activation (Menon et
al. 2006). In this model, the Nup84 subcomplex sgias a
protein platform to which transcriptional coactivest
(Rapl/Gcrl/Gcer2) are anchored (Menon et al. 2006).
Activators may then shuttle the DNA to this anclibore
structure for transcription (Menon et al. 2006) p&4
interacts with two proteins, Spo7 and Neml1, toirithe
proper construction of the nucleus (Siniossogloal.e2000).
Consequently, aberrant morphology of the nucleselepe is
often displayed in Nup84-null cells, which may iropthe
passage of proteins through the NPC (Adam 2001,
Sinniossoglou et al. 2000).

The genédNUP188was also identified as important
for CIn3 NLS activity by the GFP-tagged CIn3 NLSesn.
Nup188 is thought to cooperate with the nucleopoNit96,
Pom152, Nup157, and Nup170 in forming the strutttoee
of the NPC (Figure 1) (Adam 200NUP188deletion strains
display aberrant nuclear envelope morphology arectein
the nuclear localization of proteins (Adam 2001HeT
importance of Nup188 to the proper localizationhaf CIn3
NLS may imply that the aberrant morphology of thelear
envelope in the deletion strain only impacts thelear import
of a select set of proteins.

The third nucleoporin that the genetic screen
identified as important for CIn3 NLS activity is N2. The
Nup2 protein has been characterized as a compohé
nuclear basket of the NPC (Figure 1) (Adam 2001,
Suntharalingam & Wente 2003), but its recent ingilans as
a dynamic protein suggests that it also functianghe NPC'’s
cytoplasmic face (Dilworth et al. 2001). When Nup2
localized to the nuclear basket, it is observedidan the
regulation of gene expression through the generatio
chromatin boundaries (Brown & Silver 2007, Dilwoghal.
2001).

The goal of this research is to determine the
physiological relevance of the Nup84, Nup188, angX
genes in relation to full-length CIn3 function. Thuh these
proteins are clearly identified as important fon€NLS
activity as determined by live cell imaging of tB&P fusion,
it is not yet established that they affect theigbdf full-
length CIn3 to properly support progression throthghStart
checkpoint. Currently, no published literature batblished a
link between structural components of the nucleae @and
regulation of the cell division cycle B. cerevisiaelf the
proposed research is successful, it may provideavaln
connection between two subdisciplines of cell kgglo

M ethods

The strain 1254-14D is congenic with BF264-15D:
MATatrpl leus ura3 adel his2nd was constructed as
described previously (Miller & Cross 2001). The exmental
strains MMY135-8D £nup89, MMY133-5A (Anup2, and
MMY131-12C Anup18§ were constructed by Mary Miller
via crossing strain 1254-15D (Table 1) and S288&irst
containing specified gene deletions (Open Biosystem.).

The plasmids pMM82 and pMM99 support
expression 0€LN2 andCLN3, respectively. The plasmids
each contain a 9X myc epitope-taggeldN gene under the
control of theCLN3 promoter in a low-copy-numb&iRP1
vector (Miller 2001). Isolation of the plasmids wesried out
with the QIAprep Spin Miniprep Kit as directed (@én Inc.).
Preparation of bacteria and yeast media and carismd
maintenance of plasmids were carried out as destrib
previously (Miller & Cross 2000Plasmid based yeast
transformations were carried out using the Frozen Yeast
Transformation II kit (Zymo Research Inc.).

Ten-fold serial dilutions of yeast cells for the viability
assay were performed as described previously (Miller & Cross
2000). Threepl of each dilution was transferred in duplicate to
a complete agar media containing either galactéB&s] or
dextrose (YPD) as the sole carbon source. A sipigle from
each duplicate was then incubated at either 3@8d/C until
colonies were readily visible (36 to 48 hours) (Bfil& Cross
2000).Viability assays were repeated a minimum of three times
on independent transformants for each of the yeast strains
employed in this research.

Table 1. Strainsused in this study

Strain Relevant Gigpe

1254-14D............ MATa cInlA cIn2A cIn3A leu2::LEU2::GAL1::CLN1
MMY135-8D........] MATa cInlA cIn2A ¢cIn3A leu2::LEU2::GAL1::CLN1 nup8A
MMY131-12C...... MATacInlA cIn2A cIn3A leu2::LEU2::GAL1::CLN1 nup188
MMY133-5A......... MATa cInlA cIn2A cIn3A leu2::LEU2::GAL1::CLN1 nup2
S288C......ccvnnne. MATa CLN1 cln2A CLN3trpl ura2 his2 leu2

Table 1: The 1254-14D strain is congenic with BF264-1BMATa trpl leus ura3 adel his2.
All other strains were constructed by Mary Milléaerossing strain 1254-15D and S288C strains
containing specified gene deletions (Open Biosyster.).



To establish the budding index, pMM82 (Cln2-
dependent) or pMM99 (Cln3-dependent) transformant cells
were inoculated in triplicate into 5 ml of YPD liquid media.
These cultures were incubated in a shaker at 38° Cundil they
reached an optical density of 0.4 to 1.0, which indicates that the
cell population is in a logarithmic growth state (12 to 18 hours).
Upon reaching the correct optical density, cells were harvested
by centrifugation and resuspended in 900 pl of phosphate buffer
(13.6 g Anhydrous KH2PO4, 2.1 g KOH, 0.5 mM MgCI2, up
to 1 liter with distilled water) and fixed with 100 pl of
formaldehyde (Fisher Scientific) for a length of 5 minutes.
Following, the samples were resuspended in 1 ml of phosphate-
buffered saline (PBS, Hyclone) and sonicated for 10 seconds
each. The samples were then resuspended in 100 pl of PBS and 3
pl of each sample was prepared on a slide for observation at 40x
with an Olympus CX31 transmitted-light microscope.

The cells within each field of view were thoroughly
counted and qualified as either budded, unbudded, or aberrant.
Aberrant cells were defined as displaying morphologies
uncharacteristic of wildtype yeast cells, such as irregular
processes, chains of cells that did not complete cytokinesis, or
irregularly-shaped cells (Figure 5). A minimum of 300 cells from
each sample were characterized, resulting in a total of at least 900
cells for both Cln2-dependent and Cln3-dependent populations
from each yeast strain. The data sets from each cell population
were utilized in calculating the average frequency of unbudded
cells and graphing these values with a 2x standard error bar for
each set (calculated as [standard deviatiofB}x2). This index
was reproduced twice more from two additional sets of
transformants. Comparison between the frequencies of
unbudded cells was then used to determine if the Cln3-
dependent cells from any of the deletion strains displayed
significant deviations from WT 1254-14D relative to the Cln2-
dependent cells.

RESULTS & DISCUSSION

To address the importance of Nup2, Nup84, and
Nup188 in the proper functioning of full-length Glrthe
research has taken a two-pronged approach. Hiaftempt
to establish relevancy between CIn3 and the sekifi
nucleoporins consisted of a viability assay (Figgein which
the functional ability of G1 cyclins is assayediantant cells
(lacking eitheMNUP2, NUP84or NUP18§. When theCLN3
gene is deleted, CInl and CIn2 are capable of r@$¢Zin3
function and allowing the cell to progress throtigé cell
cycle (Futcher & Edgington 2001, Levine et al. 1998hus,
the presence of CInl and CIn2 may mask defect$n@ C
activity. However, the genes encoding these cyenas
collectively essential and at least one of theingainust be
present to ensure a cell’s viability. To resolvis ihsue,

CLN1, CLN2andCLN3are deleted from the yeast strains used

for viability assays an@LN1is placed under an inducible
GAL1 promoter (Table 1).

Either CLN2 or CLN3 may then be introduced into the strain
via a plasmid transformation a@LN1 expression may be
inhibited by withdrawing the galactose carbon seurc

Furthermore, expression 6LN1 may be actively repressed
by the presence of dextrose as the sole carbonesdur
theory, the cells inoculated onto the completegjake media
should be equally viable, regardless of the plasaiid which
they were initially transformed. Thus, the cellstha
galactose media served as a control when compaitbe t
cells inoculated onto dextrose media by insurirad the
number of cells utilized from each tester strairs nelatively
uniform.

While the redundancy of CInl and CIn2 complicates

the construction of experimental strains, theitighio rescue
CIn3 function aids in determining the CIn3 spedifiof
functional defects that we observe. While Cln3\aigti
requires nuclear localization, CIn2 activity does (Futcher
& Edgington 2001, Miller & Cross 2001). Additiomgl CIn2
does not contain any obvious NLS regions and shioaldble
to function independently of any localization farstadentified
in our screen (Futcher & Edgington 2001, Miller &8s
2001). By experimentally comparing the activityao€In3-
dependent strain to a CIn2-dependent strain, itpeasible to
identify defects specific to CIn3f the gene in question
specifically influences the activity of full-length Cln3, then the
Cln3 transformants should display a slower growth rate relative
to the Cln2 transformants.

Cln2 and Cln3 were comparable in their capacity to
rescue the viability of the wildtype NUP tester strain (1254-
14D) when CLNI was no longer expressed. The deletion of
NUP84 produced an observable reduction in the growth of
Cln3-dependent cells in relation to Cln2-dependent cells in the
viability assay (Figure 3). The Cln3-dependent nup84 cells
display a slight but reproducible reduction in viability in
comparison to the Cln2-dependent nup84 cells. Since Cln3
must achieve nuclear localization in order to function in its
characterized role of transcription induction, and the GFP-
tagged Cln3 NLS screen displayed Cln3 NLS mislocalization in
the absence of NUP84, we suggest that the absence of Nup84
protein hinders the nuclear localization of full-length Cln3. This
same pattern in viability is observed in the nupl88 strain, which
displays a relative decrease in its ability to form colonies when
solely dependent on Cln3. Therefore, it is also possible that the
Nup188 protein facilitates the nuclear localization of Cln3
(Figure 3). In contrast, assays utilizing the nupZ strain did not
display an observable difference in the ability of Cln3-dependent
cells to form colonies relative to the viability of Cln2-dependent
cells (Figure 3). The Cln3-dependent cells appeared equally
viable regardless of the presence or absence of the Nup2 protein.
Though Nup2 has been implicated as significant in the
formation of chromatin boundaries during gene expression, there
was no evidence in these viability assays that the absence of this
nucleoporin interferes with the activity of Cln3.

We note that the spots on the experimental plate
(YPD) of the nupZ strain appear to have achieved more growth
than the spots on the experimental plates of the nup84 and
nupl88 strains. If a phenotype that differs from the control is
observed (such as was the case with the nup84and nupi88
strains), the plates are immediately removed from incubation
and photographed. Following the experimental protocol, the



nup?2 plates were observed for a maximum period of 48 hours,

from incubation and photographed.

and therefore formed larger colonies, before they were removed

Figure 3: A series of ten-fold r

serial dilutions displays the No cyclin
ability of each strain to 1254140 &
support colony growth in

accordance with their [ CIn3
dependence on CIn2 or CIn3. ¢

The top two photographs No cyclin
display the assay’s wildtype

controls, while the bottom six ~ gqypp | ©I"?
photographs show the { CIn2
viability of the nup2, nup84

andnup188deletion strain CIn3
transformed with the specified Cin3
plasmid.CIn2 and CIn3 are

pres_ent_ed in do_ublets.The No cydlin
strains in each image are

specified to the left of the Cin2
figure, with Anup2signifying Jnups4 Cln2
the strain MMY133-5A, {
Anup84signifying the strain CIn3
MMY135-8D, andAnup188 CIn3
signifying the strain

MMY131-12C. The carbon

sources utilized are specified No cydlin
at the bottom of the figure.

The plasmids used in strain CIn2
transformations are indicated 4nup183 { Cln2
at the left of the photographs

with No cyclin signifying CIn3
pRS414, CiIn2 signifying

pMM82, and CIn3 signifying \ I3
pMM99. YPDextrose (CLN1repressed) YPGalactose (CLN1 expressed)

Though viability assay samples were incubated at both
30° C and 38° C, the relative defect in viability in Cln3-

dependent nucleoporin-deletion strains was only observed at the
elevated temperature. Since Cln3 is thought to respond to both
intracellular and environmental stimuli (Morgan 2006), the
elevated temperature may provide the additional cellular stress
necessary to detect a viability defect. The network of proteins
that interact with Cln3 is not well-characterized and additional
research may resolve which proteins are affected by incubation at
38° C.

It is important to recognize that, though the viability
assays in this research provide important insight into the reliance
of full length CIn3 on the nucleoporins that were identified in
the original genetic screen, they do not dismiss the possibility of
proteins that function redundantly. For example, Bck2 has been
implicated as having functions redundant with Cln3 but it was
retained in the strain backgrounds for this investigation. If

BCK2 were deleted in these strains, it is plausible that the Cln3-
dependent cells would display a stronger reduction in viability in
the nup84and nupl88 strains. Similarly, the functions of the
proteins that collectively comprise the nuclear pore complex have
not been exhaustively characterized and it is possible that
particular proteins are capable of rescuing the function of Nup2,
Nup84, or Nup188 in their absence.

The second approach to establishing the relevance of
Nup2, Nup84, and Nup188 to Cln3 activity examined the
frequency of unbudded cells within a population. If Cln3
promotes passage through the Start checkpoint in the G1 phase,
then Cln3 activity should share a negative correlation with the
amount of time a cell spends in G1 (Cross et al. 2002, Morgan
2000). For example, a cell exhibiting decreased Cln3 activity
should remain in the G1 phase for a longer period than a
functional wildtype cell (Cross et al. 2002). In S. cerevisiae, cells
develop buds at the beginning of S phase and retain their buds
until division occurs in mitosis (Cross et al. 2002, Morgan



2006). Therefore, unbudded cells are considered to most likely
be in G1 phase. Using this physiological trait, it is possible to
estimate the frequency of cells that are in the G1 phase of the cell
cycle in a culture of log phase cells (Zettel et al. 2003). If a strain
possesses a defect in Cln3 activity, it should presumably display a
higher frequency of unbudded (and thus G1) cells (Cross et al.
2002). Accordingly, comparison between the frequencies of
unbudded cells was used to determine if the Cln3-dependent
cells from any of the deletion strains displayed significant
deviations from WT 1254-14D. Conducting budding indices
aided in establishing the physiological relevance of any growth
defects observed in the viability assay.

The wildtype NUP strain, 1254-14D, did not display a
significant variation between the frequencies of Cln3-dependent
unbudded cells relative to Cln2-dependent unbudded cells.
These data support the idea that the two cyclins are equally
capable of supporting progression through G1, and therefore
budding at similar rates in the presence of the NUP genes. The
Cln3-dependent and Cln2-dependent cells of the wildtype tester
strain were observed to have an unbudded frequency of 27+2.4%
and 25+5.7%, respectively (Figure 4). Accordingly, significant
deviations from these control values in any of the nucleporin
deletion strains should provide insight into the relevance of these
nucleoporins on the progression of the cell cycle through the
Start checkpoint of the G1 phase.
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Figure 4: The CIn3-dependeminup188strain displays
relative increase of unbudded cellfie frequency of
unbudded CIn3-dependent cells (lightly-shaded cok)rand
the CIn2-dependent cells (darkly-shaded columngf)en
wildtype NUP strain 1254-14D (WT), nup2 deletion
MMY133-5A (nup2), nup84 deletion MMY135-8D (nup84),
and nup188 deletion MMY131-2C (nup188) is showmoEr
bars represent 2X standard erfoalculated as [standard
deviation x/3]x2).

Cln3-dependent deletion strains displayed aberrant
morphology ranging from 26+4.5% (MMY131-12C) to
65+2.8% (MMY135-8D) of the population (Figure 5, 6),
complicating the analysis of these data. Aberrant morphology
was qualified by the presence of elongated processes, irregularly-
shaped cells, and budding without complete cytokinesis
(indicated by chains of buds that failed to disconnect), all of
which prevented the accurate determination of the cells as
budded or unbudded. Perhaps as a consequence of this elevated
frequency of aberrant morphology, the frequency of unbudded
cells in the Cln2-dependent or Cln3-dependent nup84 strain
was 16+1.3 % and 18+2.6 %, respectively. It may be misguided

to analyze such data without first developing a strategy to qualify
the presence or absence of a legitimate bud on Cln3-dependent
cells.

Also worth noting is the apparently larger size of the
Cln3-dependent cells in relation to the Cln2-dependent cells
(Figure 5). If the typical function of Cln3 is considered, cells
with defective Cln3 may take longer to pass through the Start
checkpoint and out of G1 phase. In this case, cells that remain in
G1 longer should be permitted more time in which to increase
their size. Though cell size was not quantified during this
research, the apparent increase in Cln3-dependent cell size may
result from the inability for Cln3 to function in its wildtype
capacity under the specified experimental conditions. The
elevated temperature at which the cultures were incubated
(38°C) may have acted as a stressor to induce the apparent

increase in Cln3-dependent cell size regardless of the absence of
Nup84, Nup188, or Nup2.

Cin3-dependent CIn2-dependent

Figure5: CIn3-dependent cells display morphology that is
markedly different from CIn2-dependent cellfie images
display cells with all of their nucleoporin-encodigenes
intact (All cells in the figure are the 1254-14Ddtype NUP
strain). The cells in the upper image are CIn2-ddpat and
the cells in the lower image are CIn3- dependeghifed to
the left of each image). Prior to photography,<elére grown
to log phase in YPD liquid media and fixed (see éind
Index section of Methodsjll observations were made using an
Olympus BX51 epifluorescence microscope in transmitted-light
mode. Digital images were acquired with a SPOT RT-SE digital
camera and its acquisition software (Diagnostics Instruments,
Inc).
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Figure 6: CIn3-dependent cells display a significant increase
in the frequency of aberrant morpholodye frequency of



aberrant morphology CIn3-dependent cells (lightigeed
columns) and the CIn2-dependent cells (darkly-stiade
columns) in the wildtyp®&UP strain 1254-14D (WT)up2
deletion MMY133-5A fiup2, nup84deletion MMY135-8D
(nup89, andnupl188deletion MMY131-2C 1fup18§ is
shown. Error bars represent 2X standard error (tztled as
[standard deviationv3]x2).

Of the three experimental strains, only samples from
nupl88 displayed a higher frequency of unbudded Cln3-
dependent cells (56+1.6%) relative to Cln2-dependent cells
(27+7%). While the frequency of unbudded Cln2-dependent
cells of the nupl88 strain is similar to the data obtained from
unbudded Cln2-dependent cells of the wildtype tester strain, a
difference of 29+2% separates the frequency of unbudded Cln3-
dependent cells in the two strains. This data suggests that, in a
log phase population of cells, the absence of Nup188 results in
an approximately two-fold increase in the frequency of
unbudded cells. Since Nup188 serves as a component of a
subcomplex that comprises the core of the nuclear pore complex,
it is plausible that Nup188 interacts with Cln3 to facilitate its
transport through the length of the NPC (Figure 1).

The Cln2-dependent nup84 strain displayed a
frequency of unbudded cells (18.6+2.6%) that was statistically
similar to the frequency observed in the Cln2-dependent 1254-
14D strain (24.8+5.8). However, the frequency of Cln3-
dependent unbudded cells in the nup84 strain (15.7+1.2%) was
statistically lower than the frequency of Cln3-dependent
unbudded cells in the 1254-14D strain (27.6+2.4). The overall
frequency of unbudded cells in the nup&4 strain was, at
minimum, 7.0% lower than the frequency of unbudded cells in
the 1254-14D strain (Figure 8). This trend seems to infer that
cells from the nup84 strain were progressing through G1 ata
faster rate than the 1254-14D cells, but this may be a symptom
of the high frequency of cells from the nup&4 strain that display
aberrant morphology that was previously discussed.

Of the deletion strains researched, the data obtained
from the cell characteristics of the nupZ strain were shown to be
most statistically similar with the results of the wildtype tester
strain (1254-14D) (Figure 4). The frequency of Cln3-dependent
unbudded cells diverged only 2+2.6% between the nupZ strain
and the 1254-14D strain. Similarly, the frequency of cells
displaying aberrant morphology in the nupZ strain and the
1254-14D strain was separated by 8+2.3%. These data are
consistent with the idea that Cln3-dependent cells progress
through the cell division cycle at a comparable rate regardless of
the presence or absence of Nup2. Since commitment to cellular
division is largely regulated by Cln3 activity, it may also be
derived that Nup2 does not substantially affect the functionality
of Cln3. These results agree with the viability assay of the nup2
strain — both experiments would suggest that the Nup2
nucleoporin is not significant to the nuclear localization of full-

length Cln3.

relevant physiological role to promote or alter Ehctivity.
While the results of the budding indices that ipooated the
nup84 strain do not appear to demonstrate a specific G1 defect,
Nup84 may play at least a partially significant role in the proper
activity of CIn3 (as observed in the viability assay).

The separate deletion of each nucleoporin-encoding
gene appears to generate a unique impact on the viability of
Cln3-dependent cells. This distinction is substantial because it
refines the role of the NPC from serving as an inactive channel
through which Cln3 is transported into a dynamic complex
whose protein components interact with Cln3 differentially. In
other words, simply removing a particular protein from the NPC
does not disable the complex or result in a uniform alteration. It
appears that, not only do Nup84, Nup2, and Nup188 perform
different functions as components of the NPC, but they may
also associate with Cln3 in three specific manners. These assays
demonstrate that the approaches described arestablished
and likely to allow us to address the roles of @ddal
nucleoporin components in CIn3 activity. Futuresggsh may
better establish the current conclusions by ingasitig the
possible effects of genes that are partially rednbevith the
investigated genes or gene products that are abéstue the
function of the proteins absent from the experirakstrains.
For example, Bck2 has been acknowledged to shdegrze
of function with CIn3, so developing a similar expeental
strain background that is alsbr&2 may strengthen the data
collected on the interactions between Cln3 and the nucleoporins
in this study.

The information collected will aid in determininiget
assemblage of proteins that CIn3 must interact imifts
navigation from the cytoplasm to the nucleus. Téwutatory
activity of CIn3 is crucial to cell growth and d&dn, so any
insights gained in the functional requirements wf3&hould
benefit future research @ cerevisia@s a model for the cell
division cycle. For example, there are currently no
publications that address the role of specific @opbrins on
the functionality of full-length CIn3. Though thissearch was
not exhaustive in its exploration of nucleoporinatt
potentially interact with CIn3, the data providéoinmation on
a subset of such interactions that may be elalwbratiiture
investigations. The data might also prove usefth&
ongoing research concerning the involvement oNRE in
the regulation of gene expression and protein amufpat the
nuclear periphery.
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The Effect of Pregnancy Outcomes on Subsequent Mental
Health

Kristin Wheeler
Department of Biology, Rhodes College

The 1973 case Roe v. Wade, the Supreme Court ruled that the prohibition of abortion violated constitutional rights of privacy and
legalized all first-trimester abortions. While over thirty years have passed since this landmark decision, abortion continues to be an
issue of great debate among members of the medical community, religious institutions, legislators and the general public. One
common objection to the procedure is the belief that abortion causes mental health problems. The past decade has been marked by
numerous studies that provide evidence both for and against the claim that abortion is correlated with poor mental health. Interviews
with women following their abortions reveal that most women are happy with their decision to have an abortion. However, based on
the varying methods used for statistical analysis, longitudinal cohort studies report either that depression is more likely following an
abortion than a delivery of an unintended pregnancy, or that women who choose to deliver are actually at a greater risk for
depression. Some studies demonstrate that substance dependence, anxiety disorders, social phobias, and suicidal tendencies are more
common in young women that abort unwanted pregnancies than in those that carry pregnancies to term. Additionally, the analysis of
the admission rate of women to psychiatric institutions following pregnancy events indicates that more women are admitted following
abortions than following deliveries. Nonetheless, further research is needed before any relationship between abortion and mental

health can be decisively proven.

Introduction

Undoubtedly, one of the biggest issues at the
forefront of current debates on women’s reproductive rights is
whether access to abortion should be legal or illegal. Since
the United States Supreme Court’s historical decision in the
1973 case Roe v. Wade, abortion has been a widely used
procedure and a highly controversial topic in America. Each
year in the US approximately 1.5 million legal abortions are
performed (Major et al. 2000). On a more local note, in 2005
over 4,344 legal abortions were reported in Shelby County,
while there were only 14,467 reported births (Division of
Health Statistics, Tennessee Department of Health 2006).
Objectively speaking, there are among legislators, religious
officials, pro-life and pro-choice activists, and members of
society at large, many religious, ethical, political, and medical
reasons to support or to oppose such widespread legal access
to abortion. One major point of opposition to abortion is the
claim that abortion either directly or indirectly leads to
psychological damage — including psychoses, depression, and
post-abortion syndrome (PAS) - also called post-traumatic
abortion syndrome or abortion trauma syndrome — an
assortment of psychological and pathological characteristics
thought to occur in some women following an elective
abortion (Gomez and Zapata 2005). However, PAS is not
recognized by either the medical community or the American
Psychological Association (APA) as an actual syndrome. In
fact, many believe that PAS is simply a fictitious syndrome
invented by pro-life supporters and crisis pregnancy centers
aimed at persuading women to choose birth over abortion.
The actual existence of PAS and other abortion-related mental
health issues continues to be debated among medical and
psychiatric professionals, activists, abortion providers, and
many others invested in the great abortion debate. In recent
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years, numerous efforts have been made to re-examine
previous research results concerning mental health and
abortion in an attempt to provide more evidence for both sides
of the debate. Among the studies, results vary widely based
on the sample set, controls, confounding factors, and the
statistical methods employed. Nonetheless, widespread efforts
have resulted in a handful of studies that individually support
or refute the claim that women’s mental health is dependent
on pregnancy outcomes.

The lack of previous statistical support for either side
of the debate on abortion and mental health is due in large part
to methodological flaws or sampling biases in past studies.
Post-abortion psychological issues have been either
exaggerated by studies based solely on women who sought
help for their problems or underrepresented in studies based
on random samples of women requesting abortions (Major et
al. 2000). The authors of recent studies also believe that
earlier research has not investigated the psychological
consequences of abortion over a long enough period of time.
Previous studies may have evaluated abortion patients only as
long as a few weeks or months after their procedure.
Additionally, these studies often failed to specify whether the
reported statistics on poor psychological health describe actual
diagnosable disorders or simply an expressed regret or
remorse on the part of the woman. Six studies on pregnancy
outcomes and psychological responses have identified the
shortcomings in previous research and attempted to provide
more reliable statistics and conclusive results.

Discussion

Studying psychoses and registered mental illnesses
can be a very fascinating research endeavor; however, to
determine the effect of abortion on women, it is necessary to



first assess basic sentiments of remorse, regret, and guilt felt
by women who have abortions. One study conducted in 2000
(Major et al. 2000) used a random sample of 442 women of
reproductive age (with a mean of 24 years) arriving at 3 sites
for a first-trimester vacuum-aspiration abortion to observe
women’s abortion-related emotions and general mental health.
The sample included only women who reported that their
pregnancy was neither intended nor the result of rape and was
demographically similar to the national population in order to
best represent the typical population of women seeking
abortions. The 442 women constituting the final sample
(those assessed at all stages of the study) filled out a
questionnaire in the clinic prior to their abortion for a baseline
(T1) assessment of their emotions regarding their pregnancy
and decision to have an abortion. The other three assessments
were conducted an hour after the procedure (T2), one month
after the procedure (T3), and two years after the procedure
(T4). Questions asked at T2 and T4 to determine abortion-
specific emotional reactions required patients to rank six
negative emotions, three positive emotions, and relief on a
scale of one to five, with one meaning the emotion was not felt
at all and five indicating it was experienced a great deal.
Rankings for sadness, disappointment, guilt, feeling “blue”,
feeling “low” and feeling loss were averaged in order to
determine overall negative feelings regarding the abortion;
similarly rankings for happiness, feeling “pleased”, and
feeling satisfied were averaged to determine overall positive
emotions regarding the abortion. With various other survey
items women were asked to rank 1 to 5 whether or not they
felt their abortion had a positive or negative effect on them
(“appraisals™), if they were satisfied with their decision
(“decision satisfaction™), and if they would make the same the
decision to terminate their previous pregnancy over again (“do
over”). Lastly, general mental health was evaluated at various
times with the Brief Symptom Inventory for depression, the
Rosenberg Self-Esteem Inventory and the diagnostic criteria
for post-traumatic stress disorder outlined in the Diagnostic
and Statistical Manual of Mental Disorders (DSM).

After responses were gathered, descriptive statistical
methods were used to report responses for emotions,
appraisals, decision satisfaction and do over as well as how
these responses changed with time since the abortion. One
hour after their abortion was performed, most women noted in
the questionnaire that they felt more relief (mean reported 3.53
on a scale of 1 to 5) than any of the three positive emotions
(mean 2.24) and more of the positive emotions than any of the
six negative emotions (mean 1.90). However, these results did
change some over time: the mean reported for relief two years
after abortion decreased to 3.11, while the mean for positive
emotions decreased to 2.06 and the mean for negative
emotions increased to 2.16. For harm appraisals one month
and two years after the baseline, most women felt their
abortion did them more good than harm: the means reported
for harm appraisal were 2.09 and 2.07 at T3 and T4
respectively while the mean benefit appraisals were slightly
higher at 3.10 and 3.09. Results show that appraisals did not
change significantly over time. Additionally at T3, 78.7% of
women said that they were satisfied with their decision to

abort while only 10.8% were dissatisfied and 10.5% were
neutral. Although not drastically, decision satisfaction did
change at T4, with only 72% reporting satisfaction and 16.3%
reporting dissatisfaction. Similarly, two years post-abortion,
69% of women said they would make the same decision again
if they had to, while 19% said they definitely would not and
12% were undecided. With regard to general mental health,
although the mean reported depression score from the Brief-
Symptom Inventory increased from T2 (.33) to T3 (.63) and
from T3 (.63) to T4 (.72), the mean score was still lower at all
times after the abortion than the pre-abortion mean (.86).
Self-esteem also increased with time after the abortion -
though it was still much higher post-abortion than pre-abortion
- and only 1% of the sample qualified for post-traumatic stress
disorder (PTSD).

This study concluded that “psychological distress
after an abortion is rare” and that the “percent of women
experiencing clinical depression within 2 years after abortion
(20%) equals the rate of depression among all women 15 to 35
years of age (20%)” (Major et al. 2000). The rate of PTSD in
the sample population was significantly smaller than the rates
of PTSD in the population of women who have never had an
abortion and the populations of female victims of rape or
childhood physical abuse. Therefore, this 2000 study does not
provide evidence to support either the claim that PAS is real or
that mental health necessarily declines as a result of an
elective abortion. The researches also found that the small
percentage of those women who did demonstrate increased
depression or lowered self esteem had several predictors of
poor mental health post-abortion. Specifically, women who
had a history of depression prior to their aborted pregnancy
were more likely to become depressed after their abortion, and
younger women and women with more children at the time of
their abortion were most likely to negatively evaluate their
abortion. Also, African American women showed a much
higher overall self-esteem than women of other ethnicities.

Although the study mentioned above is important to
the abortion debate because it may disprove the theory that
abortion largely causes mental illness, there is another theory
in support of access to abortion that holds that depression is
independent of the outcome of a pregnancy. This suggests
that a person is equally likely to become depressed whether
they carry an unintended pregnancy to term or choose
abortion. In 2002 David Reardon and Jesse Cougle published
a study that evaluated this idea using data from the National
Longitudinal Study of Youth (NLSY) that was initiated in
1979 (Reardon and Cougle 2002). Reardon and Cougle used
the Center for Epidemiological Studies depression scale (CES-
D) to gage depression in 6215 women who had either their
first unintended delivery or abortion between 1980 and 1992.
A CES-D score higher than 15 classified a woman as being at
“high risk” for clinical depression. After logistic regression
analyses, results showed that 27.3% of women who aborted
their unintended pregnancy were at high risk of depression as
compared with 22.7% of women who carried their unintended
pregnancy to term. The mean depression scores for women
who delivered and women who aborted were significantly
close (8.88 and 9.09 respectively). Reardon and Cougle
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determined that the difference in the percent of women
demonstrating high risk for depression in each group was large
enough to conclude that depression is in part dependent on the
outcome of a pregnancy. This was the first study since the
early 1990s to examine mental health in conjunction with both
abortion and the delivery of an unintended pregnancy.

Despite the results of 2002’s cohort research, Sarah
Schmiege and Nancy Russo were dissatisfied with the study
because of its pro-life bias — David Reardon is a pro-life
activist and director of the online Elliot institute — and its
inference that a correlation between abortion and depression
proves that abortion causes mental health problems (Kranish
2005). Schmiege and Russo published their own article in
2005 with the objective of explaining the “discrepancies with
previous research that used the same dataset” (Schmiege and
Russo 2005). This study used the same data from the cohort
study used by Reardon and Cougle, the NSLY. However it
used coding approaches outlined by the staff of the NSLY to
identify a smaller number of women eligible for the study —
1247 women — and did not exclude from the study women
who had subsequent abortions from either the delivery or
abortion group in order to remove bias. Using the same scale
as the previous study (CES-D), Schmiege’s and Russo’s
results generated similar depression scores for both the
delivery and abortion groups. In fact, 28.6% of women who
delivered their first unintended pregnancy were at high risk for
clinical depression while only 24.8% of women who aborted
were at high risk. The mean scores for the delivery and
abortion groups were 11.8 and 10.8 respectively. Thus this
study contradicts the findings of Reardon and Cougle and
concludes that pregnancy outcomes do not predict depression.

Although the more recent study did not demonstrate a
direct connection between exposure to abortion and
depression, it did examine the indirect effects of abortion.
Schmiege and Russo performed ¢ tests comparing mean family
income, education, and the number of children for the women
in the delivery group and the women in the abortion group.
These tests showed that women in the abortion group had a
higher mean education and a higher mean income, as well as a
lower family size. Specifically, families of women in the
delivery group earned on average a combined income ranging
from $20,000 to $30,000 while families of women in the
abortion group earned a combined income on average between
$30,000 and $40,000. Additionally, women in the delivery
group had on average little more than a high school education,
while women who aborted had completed more years of upper
level education. Thus, the authors of this study reported that
“although there is no credible evidence that choosing to
terminate an unwanted first pregnancy puts women at higher
risk of subsequent depression than does choosing to deliver an
unwanted first pregnancy . . . delivering a first unwanted
pregnancy is, however, associated with lower education and
income and larger family size — all risk factors for depression”
(Schmiege and Russo 2005). This outcome is consistent with
other reported information on the negative effects of unwanted
early childbearing.

Despite their conclusions, the three studies mentioned
above may have been flawed due to a failure to completely
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control for pre-pregnancy mental illness — which certainly
skews statistical results. A fourth study, published in 2007,
sought to determine — after adjusting for a previous history of
depression - whether or not abortion is associated with a
different risk of major depression (MD) than the risk before
the pregnancy (Rees and Sabia 2007). In order to do
accomplish this, the researchers obtained a sample that could
be controlled by taking advantage of a newer national
longitudinal study not already used in abortion-depression
research called the “Fragile Families and Child Wellbeing
Study”. The sample included 2844 new mothers living in 20
highly populated cities and was significantly representative of
the wider population of mothers in metropolitan areas. For the
study, baseline assessments of depression were made in
hospitals following births between 1998 and 2000.
Subsequent interviews were conducted one year and three
years following the first assessment. Rees and Sabia used the
Composite International Diagnostic Interview Short Form
(CDI-SF) from the DSM to determine mental disorders in the
new mothers. Women were assigned a “major depression
(MD)” score based on the number of depressive symptoms
they exhibited for a period of longer than two weeks — feeling
sad, blue, or depressed, losing interest in most things, feeling
tired, weight changes, trouble sleeping, trouble concentrating,
feeling down and thinking about death. This study can be
compared with previous studies because it also categorized
women with three or more symptoms as being at high risk of
major depression. The risks (or symptoms) of clinical
depression were correlated with 15 categories of pregnancy
outcomes at subsequent follow ups, the three most important
for this study being “birth between follow-ups”, “abortion at
follow-ups”, and “did not become pregnant between follow-
ups”.

Statistical analysis for the Fragile Families study
indicated that at the first and second follow-ups, 20.3% and
31.6% of women with a reported abortion subsequent to the
baseline assessment were at risk for clinical/major depression.
Of the women who gave birth subsequent to the baseline,
14.0% and 21.0% were at high risk for MD at the first and
second follow-ups, respectively. Meanwhile, 13.0% and
15.5% of women who did not become pregnant between
follow-ups were at risk. Subsequently, a multivariate logistic
model was made to adjust for personal and household
characteristics that could confound the results. Still, abortion
was positively correlated with a more than two-fold increase
in symptoms of MD three years after the baseline assessment.
Interestingly, giving birth between follow-ups was still
associated with a higher risk of MD at the second follow up
compared with women who did not become pregnant. The
results seem to agree with Reardon and Cougle’s conclusions;
however their reliability is contested because of a few
methodological flaws. Among these flaws are that the results
can only be generalized for the population of new mothers in
large urban US cities. Additionally, the study did not ask
participants whether or not their pregnancies were intended or
unintended, wanted or unwanted. Furthermore, although the
research does show a positive correlation between abortion
and depressive symptomatology, results also report that giving



birth is correlated with a similar risk. For this reason, rather
than agreeing with Reardon and Cougle, the researchers of the
Fragile Family study state in their conclusions that their
research result is “similar to that found by Schmiege and
Russo, who examined unwanted first pregnancies among
young women” (Rees and Sabia 2007).

While there have been several recent studies
examining depression as a factor of pregnancy outcome, a
study conducted in New Zealand in response to publications
by Reardon and his critics investigated additional mental
health responses to abortion such as anxiety, suicidal behavior,
and substance dependence and abuse in a younger sample of
girls and women (Fergusson et al. 2006). The research team
recognized that although some research points to the theory
that exposure to abortion increases the risk of depression, the
contrapositive suggests that pregnancy without abortion is
beneficial for mental health. This study attempted to study
mental disorders beyond those addressed in previous studies
and to compare young females who aborted unintended
pregnancies, delivered them, or never became pregnant at all.
Like preceding studies, this team used data from a longitudinal
cohort study of children in urban New Zealand from birth to
25 years. From the 1265 children in the study, there was a
sample of 506 females for whom there were both complete
mental and pregnancy histories. These 506 females were
interviewed at 15, 16, 18, 21, and 25 years of age. At each
assessment, pregnancy and birth histories were obtained
relative to the last interview and the participant was evaluated
— according to DSM criteria - for depression, anxiety
disorders, agoraphobia, social phobia, alcohol dependence,
illicit drug dependence, and suicidal behavior. Adjustments
were made for covariate factors that would confound the
results such as family socio-demographic background, family
functioning, problematic childhood conduct, education level
reached, childhood personality, and young-adult living
arrangements.

Results indicated that every mental health issue
except alcohol dependence — illicit drug dependence, total
mental health problems, suicidal ideation, and depression —
was significantly associated with a history of abortion. Even
anxiety disorders were marginally associated. Pooled risk
ratios show that females who became pregnant but did not
have an abortion were 24% as likely to have suicidal thoughts
as females in this age group who aborted pregnancies — those
who did not become pregnant were 42% as likely. The
“pregnant no abortion” group was only 15% as likely to be
dependent on illicit drugs while the “not pregnant” group was
20% as likely as the “abortion” group. The “not pregnant”
group was 66% as likely as the “abortion” group to develop
mental health problems overall, while the “pregnant no
abortion” group was only 58% as likely. The conclusions
from this study are similar to Reardon’s in that they provide
evidence that exposure to abortion increases the risk of
subsequent mental health problems. However, this study
surpasses Reardon and Cougle’s in its examination of
disorders other than depression that may also be correlated
with abortion. Interestingly enough, the research team
involved in this study continued the discussion of its results

with an appeal to pro-choice supporters — “exposure to
abortion is a traumatic life event which increases longer-term
susceptibility to common mental disorders” — and a blatant
criticism of the APA’s 2005 statement that PAS is not real and
that psychological harm in response to abortion is low
(Fergusson et al. 2006).

A sixth and final study provides adequate comparison
with the numerous cohort studies based on interviews and self-
assessments. This study, conducted once again by Reardon
and his associates, deviated from previous research in several
ways: it was entirely record based (it utilized records of the
California Department of Health Services (DHS)), it
controlled for socioeconomic factors by using a sample of
low-income women all under the government-funded medical
insurance program Medi-Cal, and it examined psychiatric
admissions rates rather than assessed symptoms (Reardon et
al. 2003). This allowed for a large sample size: 15,299
women whose first known pregnancy ended in abortion and
41,442 women whose first known pregnancy ended in delivery
and had no subsequent abortions. Psychiatric admission was
determined by extracting procedure codes for inpatient
psychiatric claims (ICD-9) from records. Logistic regression
analyses were then used to determine psychiatric admissions
for the time periods 0-90 days, 90 to 180 days, and 0 days to 1
year after abortions or births as well as the admissions for the
second, third, and fourth years after the pregnancy event.
Statistics were adjusted to allow for confounding factors and
stratified into age ranges.

The record-based study showed that 434 different
women were admitted at least one time for psychiatric
treatment during the four years after a pregnancy event
(abortion or delivery). When the admission rate was adjusted
for every 100,000 women per year, data showed that
significantly more women per 100,000 from the abortion
group were admitted than women from the delivery group for
each of the six time periods under study. The difference in
admission rates is surprisingly most drastic for the time period
of 90 days following the pregnancy event: 408.4/100,000
women in the abortion group were admitted as compared with
152.5/100,000 from the delivery group for this time period.
The authors of the study found this counterintuitive because
one would anticipate the reverse — with admissions from the
delivery group at this time being expectedly high due to post-
partum depression and admissions from the abortion group
being low due to relief soon after the abortion procedure. The
increased admission rate for the abortion group is discussed by
the researchers and attributed in part to the fact that there is
often less social support for women who abort than for women
who carry their pregnancies to term and deliver. With regard
to age, admission rates for the abortion group were
significantly higher than rates for delivery groups for each of
the five age ranges, but the most obvious rate differences
occurred for the ranges from 13-19, 20-24, and 35-49 years of
age.

This study also examines in detail the specific
psychological disorders for which the women in the sample
groups were admitted. These include depressive psychoses

(single and recurrent episodes), bipolar disorder, neurotic ,
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nonorganic psychoses, schizophrenic disorders, and
adjustment reactions — a short-term psychological disturbance
marked by depression, anxiety or sleep disorder-like
symptoms in response to a stressor, in this case a pregnancy
event (Hales et al. 2007). Researchers concluded that women
who had abortions had significantly higher admission rates in
the categories of adjustment reactions, single and recurrent
depressive psychoses and bipolar disorder and that the number
one diagnosis for all women was single-episode depressive
psychosis. Reardon’s second study also supports, not
surprisingly, the belief that abortion is correlated with
psychological damage. However this study may be somewhat
flawed in that access to medical histories does not account for
psychiatric admissions or pregnancy events for more than a
year prior to the examination period.

Although the studies on abortion and mental health
discussed above mark significant improvements over the
studies from preceding decades, the results and conclusions of
each are clearly not in agreement. In conjunction, they do
little to accurately settle the debate on the existence of post-
abortion syndrome and related mental health outcomes.
However, there is one common conclusion noted by each
research team — there is an obvious need for better, more long-
term studies in order to resolve the continuing controversy. It
remains clear that one of the best ways to deal with poor
mental health related to all pregnancy outcomes of unintended
or unwanted pregnancies is to prevent unintended or unwanted
pregnancies. If the church, state, medical and psychiatric
professional communities, society at large, and activists were
truly concerned with reducing women’s risks of depression
and poor mental health, they would focus on the prevention of
unplanned pregnancies - and thereby the reduction of possibly
damaging incidences of abortion and unwanted deliveries -
rather than on narrowly focused, methodologically flawed
research on the risks of a procedure supported by thirty-five
years of Supreme Court approval.
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The evergreen tree Ocotea usambarensis (family Lauraceae) was surveyed for abundance and size over 18 days in November
2007 in the Mazumbai Forest Reserve in Northern Tanzania. These data allowed me to determine the effects of geographic
heterogeneity at macro and micro-spatial scales on arboreal size and distribution. An altitudinal preference was evident at the
macro-scale. At the micro-scale, local topography significantly influenced size, while both undulation shape and slope were
significantly correlated with abundance, implicating a geographic determinant at this scale on arboreal size and distribution. The
entire sampled population was found to be clumped, a result of the combined effects of microsite selection and seed predation. This
study indicates the capacity of purely geographic factors to maintain non-uniformity in the forest through the creation of species-
specific preferred microsites. This mechanism of spatial heterogeneity acting in multiple scales contributes to diversity of species.

Introduction
Background

The rainforests of East Africa are highly fragmented
islands of vegetation with localized rainfall, surrounded by
areas of much more arid woodland (Wasser and Lovett 1993).
These fragmented patches are the remnants of the pan-African
forest. Before the breakup of Gondwanaland, a supercontinent
consisting of present day Africa, India, Madagascar, South
America, Australia and Antarctica, during the Karroo period
(300 myr bp), the Eastern Arc Mountains were uplifted by
block faulting and volcanic activities (Griffiths 1993).
This rifting develops when the continental plate is stationary
over rising mantle, resulting in geological swells interspersed
with basins (eg. Lake Victoria, a basin lake located between
the east and west arms of the Rift Valley). 100 myr bp,
Gondwanaland began to break apart, drastically changing the
geological and climatic conditions of the region.

At this time, Africa was 15-18 degrees south of its
present position with the equator running though what is now
the Sahara (Lovett 1993). Before the fragmentation and later
complete breakup of Gondwanaland, East Africa experienced
an arid climate, due to the fact that the landmasses later to
become Madagascar and India were situated between what is
now East Africa and the nearest body of water, the Tethys Sea
(Griffiths 1993). As the supercontinent began to fragment into
its respective landmasses, the newly formed East African coast
began to receive increased amounts of moisture from the
Tethys Sea, later to become the Indian Ocean (Lovett 1993).
Africa also began to drift north towards its present day
position. Equatorial rainfall is created by "oceanic solar
heating" via the intertropical convergence (ITCZ) zone
(Lovett 1993).

Rainfall, and subsequently, forest growth, is
dependent on the position relative to the equator (Lovett
1993). During this timeframe, the area experienced forest
growth due to its new climate and position relative to both the
equator and ITCZ. About 7 myr bp, the continued uplift of the
Eastern Arc and Nyasa Rift Mountains created a rainfall
gradient, thus fragmenting the rainforest into local islands. As
a result, the side of the range facing the east continued to
experience high rainfall while the west side suffered from a
rain shadow and received relatively little rainfall (Lovett
1993).

The Usambaras Mountains, located in the Eastern Arc
range (Appendix A), contain rainforest fragments that are
unique in East Africa for their high species richness and
diversity and are recognized as being within the top 24 top
biodiversity hot spots in the world. Within this range, 2100
species of vascular plants have been identified with a level of
endemism estimated at 25-39% (Pantaleo 2001). The isolation
and fragmented nature, combined with the sheer age of these
rainforest remnants allows for this high number of endemic
species. These forests are at least 30 million years old, and
they have been isolated from west and central African forest
for at least the past 10 million years (Lovett 1998).
Paleoendemics found here are left over from the former
distribution of the pan-African rainforest and the neoendemics
have emigrated from surrounding habitats and have had
enough time to adapt to the forest due to its age (Pantaleo
2001). The forests were possibly utilized as a refuge for
species from other tropical forests during the era of
Pleistocene climatic changes, taking place in the last 2.3
million years (Lovett 1998).

Worldwide, a “tropical gradient” is evident. Many
taxonomic groups experience a substantial increase in
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diversity with the latitude shift from temperate zones to topical
zones, with trees manifesting one of the greatest differences.
Tropical forests are also far more structurally complex than
temperate forests, a factor that helps to accommodate the
increase in species diversity. These forests are highly
productive ecosystems that exceed other types of vegetation in
terms of sheer photosynthetic activity (Terborgh 1992). This
productivity, however, is a bit of a paradox. The mineral soil
found beneath many tropical forests is almost barren of
soluble minerals, the result of nutrient leaching caused by eons
of torrential downpours. The nutrients that make tropical
forests so astounding in stature lie in both living and recently
dead organic litter (Terborgh 1992). These plants recapture
dissolved nutrients during their release at decomposition, with
the mineral soil only serving as a water source and anchor
point. Due to this strong nutrient recycling and high nutrient
capture and retention rates, there is no clear correlation
between forest biomass and soil fertility (Terborgh 1992).
Competition between species exists for soils with certain
ranges of nutrient levels, fueling the flora diversity inherent to
tropical forests (Terborgh 1992).

Soil and nutrient availability vary spatially in tropical
forests on several different scales, particularly at a micro
level. This heterogeneity extends on to encompass the
physical landscape. Geographic factors, such as altitude,
hydrology, aspect, and topography, all act to drive the
distribution and diversity of the vegetation community
structure. The effects produced by such physical factors are
much more drastic on mountain systems, where geographic
gradients can change abruptly (Pantaleo 2001).

Altitude is a particularly influential factor in the
distribution and condition of vegetation. Altitudinal zonation
of tropical forests is a widely accepted and common practice;
however, studies have shown vegetation communities to be
both continuous and discontinuous with respect to altitude
(Pantale 2001). Altitude is related to climatic pressures and as
a general rule altitude increases while temperature decreases.
Nevertheless, a static relationship is not evident between the
two. The rate of temperature change is affected by cloud
cover, region, seasonality, rainfall, condensation, and humidity
(Richards 1996). In Pantaleo's (2001) study of the region, the
strongest correlation with community composition was
elevation.

Topography is another major factor of vegetation
distribution. Small-scale topography influences vegetation by
dictating the availability of water. Thus, a topographically
concave area with the water table physically closer to the
surface may experience waterlogged soil and soil oxygen
diffusion may be reduced as a result, possibly leading to roots
dying from anoxia (Terborgh 1992). In a convex area, where
the water table is relatively deeper, moisture stress may be
experienced. Heterogeneity in the tropical forest works on
both macro and micro scales, fueling overall flora diversity
and distribution. The result of the environmental and
geographic variables is a vegetation mosaic that is highly
stratified, with extreme variation in productivity.

In this study, I will be examining the size and
distribution of Ocotea usambarensis in respect to topography
(undulation shape and slope) and altitude. O. usambarensis
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(also known as East African camphor) is a pioneer species
generally found at altitudes above 1000 meters above sea level
(masl); its primary range being East Africa with adjacent areas
in Zambia, Malawi and DRC (Holmes 1995; Schulman et.al.
1998). This species was selected because it is found at all
elevation zones of the study site and can therefore serve as a
accurate indicator of the heterogeneity of the growing
conditions as dictated by geographic factors. This study also
hopes to provide some insight on the biogeography of the
species itself. It also is one of the most abundant species of
tree in the Usambaras range and makes up a significant
portion of the basal area (Pantaleo 2001).

I suspect to see an increase in abundance of O.
usambarensis with altitude (personal observation; personal
communication. Mrecha) and an increase of density in
concave topographic areas. As for DBH, I expect to see a
decrease with altitude due to increased environmental stress
and an increase of DBH in locally concave areas. I anticipate
that area with extreme degrees of slope will harbor
substantially less individuals then areas with moderate degrees
of slope. I also expect to see a relatively clumped spatial
distribution rather than evenness due to microsite selecting.

Study Site
Rainforests in East Africa consist of 10,000km2,

making up only 0.1% of the total world rainforest area (Lovett
and Wasser 1993). Despite their relatively small total area,
the montane forests of East Africa are recognized as a
biodiversity hot spot with high levels of endemism (Pantaleo
2001). These highly fragmented remnants of the pan-African
rainforest still exist primarily due to the stability of the Indian
Ocean currents to provide moisture (Lovett and Wasswe
1993). As of a result of this fragmentation, these montane
forests consist of pockets of localized rainfall surrounded by
relatively more arid woodlands. This isolation from the main
forest blocks found in West Africa is a huge contributing
factor to the species diversity (Iddi 1998). More than half of
these forests are found in the crystalline Eastern Arc
Mountains, running from southern Kenya to southern
Tanzania (See Appendix A). The Eastern Arc Mountains are
the oldest mountains in east Africa and while making up only
2% of the total land area of Tanzania, these forests harbor
more then 40% of the country’s natural flora and fauna (Idii
1998). These remaining islands of forest (sometimes known
as the “Galapagos of Africa”) are preserved for the most part
due to their contributions as watersheds for the surrounding
communities (Redhead 1981, Iddi 1998). The Eastern Arc
Mountains act as the major catchment for most of the larger
rivers within Tanzania. The Usambaras, contained within the
Eastern Arc Mountain Range, serve as prime example of the
island biogeography and fragmentation typical of East Africa
rainforests. They consist of seventeen patches of vegetation,
making up a total area of 328 km* (Newmark 1998). The
Usambaras in particular also feed into the Pangani River,
which supplies water to a large number of coastal
communities (Iddi 1998).

The Mazumbai Forest Reserve (See Appendix B) is
one of the only accessible East African forests still existing in
its primeval state (Redhead 1981). The Reserve is located on



the eastern face of the West Usambaras, is a protected area of
low-elevation montane rain forest. The reserve contains 320
hectares and is bordered on nine kilometers of its fifteen
kilometer perimeter are bordered by hard-edge deforested
areas. Baga I and Baga II, government-owned forests, also
border the western and southern sides (Cohen 2006). It lies at
4 50°S, 38 30’E. Footpaths run through the forest and the
Reserve is guarded full time to prevent the locals from
harvesting firewood (personal observation; personal
communication, Mrecha). The location of the Reserve causes
it to receive 1230mm of rain annually on average, making it
one of the wettest areas in the range (Pantaleo 2001; Redhead
1981).

Five distinct vegetation communities have been
distinguished on the basis of altitude. 1360-1650 masl is
characterized by: Sorindeia usambarensis, Parini exelsa,
Newtonia buchanani, and Allanblackia stuhlmanii. 1390-1840
masl-Strombosia scheffleri, Cradibea brevicaudata,
Pachystela msolo, and Isoberlinia scheffleri. 1415-1800 masl-
Syzygium guineense, Sorindeia usmbarensis, Parini exelsa,
and Newtonia buchanani. 1430-1880 masl-Ocotea
usambarensis, Syzgium guineense, and Parini exelsa. 1570-
1910 masl-Agauria salicifolia, Ocotea usambarensis,
Cryptocaria liebertina, and Aphloia theiformis (Pantaleo
2001).

The Reserve was first owned by the Swiss farmer,
John Tanner, who planted tea. Ownership was transferred to
the University of Dar es Salaam in 1968 to operate as a
research forest. Management was later assumed by the
Sokoine University of Agriculture. Tanner's Swiss chalet is
located approximately 750 meters outside of the Reserve, near
the road that neatly bisects the forest at 1500 meters above sea
level (masl) (Cohen 2006; Redhead 1981).

Methods
Collection

This study was conducted in the Mazumbai Forest
Reserve from the 10th-27th of November 2007, during the
short rains. The sample frame was the whole of the Reserve,
with Ocotea usambarensis being the sampled population.
Nine hectares were sampled in six altitudinal ranges:
<1400m, 1400-1500m, 1500-1600m, 1600-1700m, 1700-
1800m, and1800-1900m, for a total surveyed area of fifty-four
hectares--making up seventeen percent of the sample frame.
This constitutes a representative sample. Plots of one hectare
were systematically distributed within each altitudinal zone,
arrayed from south to north, along the topographic gradient in
order for altitude to remain relatively constant. Three days
were spent surveying each altitudinal zone, with three hectares
sampled per day. Plots were spaced at 50, 100, 150, or 200
meter intervals, in order to be proportionately spaced in
respect to the total area available in each zone. This practice
was necessary because the available area at each altitude range
varied significantly (see Appendix B). Systematic placing of
the plots was necessary to ensure that sampling was conducted
randomly with respect to the surrounding environment. A one
hundred meter buffer zone was maintained with the edges of
the Reserve, as this is thought to be the maximum distance of
edge effects (personal communication, Mrecha). Sheer drops

and areas with a slope substantially above sixty degrees were
considered impassable terrain for sampling purposes and were
thus skirted to preserve my mental heath.

When a plot's location was determined, a fifty meter
centerline was laid along the contour line and an additional
fifty meter line was laid perpendicular to the centerline on
both uphill and downhill sides. This procedure was repeated
for the opposite side of the plot. In this manner, the plot,
which enclosed a single hectare (100m by 100m), was split
into more manageable quarter-hectare (50m by 50m) quadrats
for ease of sampling and layout. This also allowed for a
higher level of resolution when the sampled population was
tested for clumping.

Topography and slope were then collected on a
quadrat scale. Topography and slope were too heterogeneous
to be quantified on a hectare scale. Topography was
characterized as concave, intermediate, and convex,
determined observationally. Slope, also determined visually,
was categorized by approximate degrees: 15, 30, 45, or 60.
Metadata included whether or not quadats were in proximity
(fifty meters or less) to a forest gap.

Individuals of Ocotea usambarensis with a DBH
(diameter at breast height) above thrirty cm were counted and
measured. DBH was taken on the uphill side of the individual
and if buttressing was present, DBH measurements were taken
above it. A tape was used to measure circumference, which
was later converted to diameter.

Altitude was known for the bottom and top edges of
the Reserve and for the bisecting road. With this data, my
forester and I were able to ascertain the ranges of the six
altitudinal zones with approximately one hundred meters of
elevation change per
zone.

Analysis
Regressions were run against abundance and altitude

and against DBH and altitude. Three-Way ANOV As tested
the significance of topography, slope, and altitude
(individually and interactively) on both DBH and abundance.
Tukey post-hocs were done as a follow-up. Distribution was
determined by testing the goodness of fit of the Poisson
distribution by chi-square analysis.

Results

For the macro-scale analysis of the effects of altitude
on density and DBH, two regressions were run. Neither
yielded significant results. The trendlines show extremely
poor fits, implicating that the changes in either density or size
cannot be attributed to a linear relationship with altitude across
all sampled zones (Figure 1 and 2).

Three-Way ANOV As were run to test the effects of
topography, slope, and altitude, when independently
considered and while acting in concert, on density and size
(see Appendix D for all ANOVA p-values). On a micro-scale
between altitudinal zones, altitude was found to be an
influential factor on distribution with altitudinal preference
shown for 1500-1600 masl (Figure 3.) Altitude also
significantly affected size, with the largest average DBH being
found in the 1400-1500 masl zone (Figure 4).
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Figure 1: The Number of O. usambarensis Individuals Found
in 54 Plots Across six Altitudinal Zones, Mazumbai Forest
Reserve, n=620, Northern Tanzania, November 2007.
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Figure 2: The DBH of O. usambarensis Individuals Found in
54 Plots Across Six Altitudinal Zones, n=620, Mazumbai
Forest Reserve, Northern Tanzania, November 2007.

1400 1500 1600 1700 1800 1900

Altitude (masl)

Figure 3: Number of O. usambarensis Individuals found per
Altitude Zone, n = 620, Mazumbai Forest Reserve, Northern
Tanzania, November 2007. Bars show counts.
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Figure 4: Average DBH of O. usambarensis Across
Altitudinal Zones, Mazumbai Forest Reserve, Northern
Tanzania, November. Bars show means. Error bars show
mean £ 1.0 SE.

Topography type was shown to be a significant
influence on the number of individuals found per quadrat, with
the relative abundance of O. usambarensis individuals being
highest in convex areas (Figure 5; Appendix D for P-values).
Topography type also significantly affected size with the
largest average DBH being found in concave areas (Figure 6).

Slope significantly influenced the number of
individuals present, with an intermediate slope being the
preferred area (Figure 7). Slope was not found to significantly
affect size.

Topography and altitude were found to have an
interactive effect, significantly influencing size (Table 1). The
number of individuals found per quadrat was significantly
affected by this interaction was well; however, the interaction
of all three independent variables did not significantly affect
abundance, despite the significance of these variables when
acting independently (Table 1).

For macro-level distribution across all altitude zones,
a Poisson distribution was tested for goodness of fit (Figure 8).
For obtaining the expected values, the Poisson probability
formula was used (See Appendix E for complete chi-square
table and relevant formulas). The resulting chi-square yielded
a significant p-value (<.000), giving strong evidence of a
clumped population.
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Figure 5: Relative Abundances of O. usambarensis Found in

Three Topography Types Across Six Altitudinal Zones,
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Altitudinal Zones, Mazumbai Forest Reserve, Northern

Tanzania, November 2007.

DBH, ANOVA P-Value

Topography*Altitude .001

Number of Individuals, ANOVA

Topography*Altitude .022

Topography*Altitude*Slope .370

Table 1: Interactive Effects of Micro-Scale Variables on
DBH and Number of Individuals Found. Interactive variables
affecting size and distribution of O. usambarensis, Mazumbai
Forest Reserve, Northern Tanzania, November 2007.
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Figure 8: Poisson Distribution of Frequency of O.
usambarensis Individuals per Quadrat, Series 1 Indicates
Observed, Series 2 Indicates Expected.

Discussion

Contrary to my initial predictions that altitude would
cause an increase of abundance and a decrease in size, the
macro-level variable of altitude was found to not significantly
affect either O. usambarensis’s DBH or the number of
individuals found per hectare (Figure 1 and 2). This lack of a
linear trend across altitude zones suggests that the relationship
between the size and distribution of this species and large-
scale physical gradients may be more complicated than
previously imagined. However, clarification lies with the
micro-scale variables.

While linear regressions showed altitude to be
insignificant, it should not be discounted as an influential
factor. The ANOVA run against altitude on a micro-scale
(between altitudinal zones, rather than across) and the number
of individuals found per quadrat showed significance
(Appendix E for p-values). Although a visible trend across all
altitude zones is not evident, O. usambarensis is shown to
have an altitudinal preference, or at least a zone that best
fosters its occurrence (Figure 3). 251 out of 620 individuals
were found in the 1500-1600 masl range, far more than were
found at any other altitudinal range. Temperature preference
is a likely candidate for the explanation of this. Individuals of
O. usambarensis in Amani Nature Reserve, also within the
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Eastern Arc Mountains, have been almost unable to reproduce
below 1500 masl due to changing climactic conditions,
showing the sensitivity of this species to temperature
(Schulman et.al. 1998).

DBH was also found to be significantly affected by
altitude on a micro-scale. Individuals of O. usambarensis with
the largest DBH were found in the 1400-1500 masl (Figure 4).
If a preferable altitude range is evident, then it would be
logical to assume that both the number of individuals found
and the average DBH would be highest in this preferred zone.
It is possible that this study sampled at a level of altitudinal
resolution (100 vertical meters per zone) too high for these
ranges to coincide with each other. The other possibility is
that the level of altitudinal resolution is appropriate and
growth is best fostered at a slightly lower altitude due to
possible soil gradients not sampled in this study.

Topography proved to be a significant influence on
individual abundance (Appendix E for p-values). Small-scale
topography’s influence is likely due to its inherent connection
with the water table. Concave areas are locally closer to
ground water sources and are much more susceptible to run-
off than intermediate and convex areas. The prediction that
the highest abundances would occur in topographic
concavities was shown to be false. The relative abundances of
O. usambarensis were found to be highest in topographically
convex areas (Figure 5). Water availability is an apt
explanation of this selection force. It is possible that O.
usambarensis does not possess a root system capable of
anchoring itself in the waterlogged soil that would exist in a
concavity in the rainforest. This evidence would also suggest
that the species may have a low tolerance for the decreased
oxygen diffusion that would accompany waterlogged soil. It is
also possible that concave areas may be more susceptible to
nutrient leaching than other areas due to the increased water
flow caused by runoff. In addition, most concave areas,
especially in this lower altitude, were found to contain streams
(personal observation, Long).

Topography significantly affected DBH as well,
showing my earlier prediction to be correct (Appendix E for p-
values). However, the opposite trend was seen. Individuals of
O. usambarensis with the highest average DBH were found in
topographically concave areas (Figure 6). This shows that
individuals who are able to structurally support themselves in
concavities are able to take advantage of the increased
proximity to the water table. This, coupled with the fact that
topography significantly affects abundance in the opposite
direction, lends itself to the conclusion that O. usambarensis
has a topographic preference due to structural concerns rather
than nutritional ones.

While slope was not an influential factor of size, it
did affect the number of individuals found per quadrat
(Appendix D for p-values). This shows slope to be less
important as a growing condition than as a factor of original
colonization. Slope is a determining factor of whether or not a
given area contains individuals, manifesting a habitat
preference but not a major player in size. As predicted,
relative abundance was highest in areas of intermediate slope
(Figure 7). This is likely contributable to the anchoring and
structural support systems in the species. Perhaps this is a
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weakness of the root system-to not be able to cope with the
rigors of growth in a high-slope environment. Buttressing was
rarely seen in O. usambarensis, across all altitudinal zones
(personal observation, Long). The lack of buttress supports
may also be a limiting factor in distribution in respect to slope.

For macro-level distribution, Poisson’s test verifies
my earlier prediction and shows massive evidence of
clumping within the sampled population, regardless of
topography, slope, or altitude (Figure 8; Appendix E for p-
value). Microsite preference is having an effect on the
clumped distribution. O. usambarensis shows a preference for
both convex areas and areas with intermediate degrees of
slope, in terms of abundance (Figure 5 and 7). Altitudinal
preference was also been shown (Figure 3). Unfortunately,
the size of the sampled population is too small for a Poisson’s
Test to be run in respect to topography, slope, or individual
altitude zones. However, we can infer from the site preference
demonstrated by O. usambarensis that this spatial clumping is
taking place in these preferred areas.

Another explanation is applicable for the clumped
spatial distribution. Seed predation, first suggested by Daniel
Janzen, holds that seed predators are more likely to frequent
areas near parent trees, producing a distance-dependent effect
on seed survival. The idea here is that a ring of seeds will be
created at some radius from the parent tree that has the best
chance of survival (Terborgh 1992). In the case of common
species, these seed predation zones fuse with each other due to
the close proximity of parent trees, leaving a hyperdispersed
distribution scheme. In rarer species, this fusing of predation
zones is absent, resulting in a spatially aggregated distribution
(Terborgh 1992). Under this view, this is evidence that O.
usambarensis, if it was not before, is becoming more rare.
Neither of these explanations can be completely discounted
here; thus, a combination of these two factors-seed predation
and microsite preference-is causing the spatial aggregation of
the O. usambarensis population in the Mazumbai Forest
Reserve. Further work needs to be done to disentangle the
details of this.

The interactive aspect of the ANOVAs yielded
unexpected results. For abundance, slope, topography, and
altitude were all shown to be statistically significant on a
micro-scale when considered independently. Yet, when these
three factors are acting together, they have an insignificant
effect on abundance (Table 1). It is logical to assume that the
areas which were significantly preferred when considered
individually would also be significantly affecting abundance
when considered together. If the interactive aspect of the
ANOVA is correct, then convex areas with an intermediate
degree of slope contained in the 1500-1600 masl zone (the
preferred areas when considered individually) are not
necessary the physical environments most conducive for the
success of O. usambarensis.

However, not all results from the interactive
ANOVA tests were unexpected. The interactive effect of
topography and altitude was found to have a significant impact
on abundance (Table 1). DBH was also shown to be
significantly affected by topography and altitude acting in
concert (Table 1). In the case of abundance, it may be
possible that the addition of slope is negating the significance



when considered with the other two independent variables.
For DBH, slope was individually insignificant so the statistical
insignificance of the combined effects of all of the variables
needs no accounting for. It is possible that the statistical
instrument, the ANOVA, is not best suited to investigate the
interactive effects of three independent variables on a single
independent one. As a result, these interactive results must be
examined with a skeptical eye, and more faith should be put
into the individual results.

It is worth mention that a similar study conducted by
Cohen (2006), working with the same population within the
same sample frame, yielded almost completely contradictory
results with this study. Significance was established with the
macro-level variables, but not with the micro-level variables,
which is the exact converse of this study’s results. Cohen
found statistically robust linear relationships were found
across altitudinal gradients in respect to both size and density.
Although significance was not claimed, 64% and 67%,
respectively, of the changes in density and size were found to
be contributable to altitude. I attribute these differences to
methodological reasons. The non-random site selection of the
study could have biased the study favor of environmental
conditions where O. usambarensis actually occurs. It is
unlikely that plots were sampled where O. usambarensis was
absent due to the nature of non-random plot distribution.
Also, a lesser area was sampled (28,800 m? versus 540,000
m®) and the earlier study compiled distribution data on two
species, Syzygium guineense and Ocotea usambarensis,
possibly masking the species-specific biogeography of either.

The micro-scale altitude preference of O.
usambarensis found by this study does correspond to
Panteleo’s attitudinally determined bands of community
composition (2001). Pantaleo found that O. usambarensis
was dominant at 1430-1880 masl and 1570-1910masl, which
agrees with this study’s determination of a preferred altitude
of 1500-1600mas].

Conclusion

This study aimed to use the biogeography of O.
usambarensis as an indicator of the incredible amount of
macro and micro scales of heterogeneity in terms of physical
gradients within high diversity areas, such as montane
rainforests, and their subsequent effect on tree distribution and
growth. Altitude was not significantly affecting DBH or
density across all sampled altitudinal zones, yet despite this
lack of a linear correlation, an altitudinal site preference was
still shown. This shows that the relationship between O.
usambarensis and altitude may not be as clear cut as
previously thought and is indicative of site selection in respect
to geographic gradients.

Topography significantly affected size, and
topography and slope significantly affected density with the
likely key being local hydrology and the resulting structural
concerns for the trees. This shows that small-scale
environmental heterogeneity is a key determinant for the size
and distribution in O. usambarensis. This indicates the
capacity of purely geographic factors to maintain non-
uniformity in the forest through the creation of species-
specific preferred sites. Forest diversity and the survival of

the forest as a true mosaic of species can be largely attributed
to the effects of spatial heterogeneity acting in multiple scales.

Future research should be undertaken in the
Mazumbai Forest Reserve in order to further quantify the
effects of small-scale heterogeneity in montane rainforests. It
would be interesting to study the hydrology of the Reserve in
terms of vegetation cover and community composition. Gap
disturbance and its relationship to avian diversity would also
be an interesting topic to investigate.

Temporal heterogeneity in respect to arboreal
biogeography should be studied in the future to supplement
this study and to provide answers to the effects of local-scale
geography as it varies through time.

Acknowledgments

I would like to thank Reese Matthews of the School for
International Training, Rhodes College, and Howard Frederick
of the Conservation Resource Center (Arusha, Tanzania).

This endeavor was funded in part by the Buckman Fund at
Rhodes College.

Literature Cited

Cohen L (2006) The effects of altitude and topography on size
and distribution of Ocotea usambarensis and Syzgium
guineense. SIT.

Iddi S (1998) Eastern Arc Mountains and their national and
global importance. Journal of East African Natural
History. 87:19-26.

Long D (Personal Observation) October 8-12 and November
7-29 2007, Mazumbai Forest Reserve.

Lovett, JC, Wasser SK (1993) Introduction to the
biogeography and ecology of the rain forests of
eastern Africa. In Biogeography and ecology of the
rainforests of Eastern Africa.Lovett,JC and SK
Wasser.3-8. Cambridge University Press.*

Lovett JC (1993) Cliimatic history and forest distribution in
eastern Africa. In Biogeography and ecology of the
rainforests of Eastern Africa. Lovett,JC and SK
Wasser.23-29. Cambridge University Press.

Lovett, JC (1998) Eastern arc mountain forests: past and
present. In Trees of Amani nature reserve. Schulman,
L., L. Junkka, A. Mndolwa, & I. Rajabu. The
Ministry of Natural Resources and Tourism,
Tanzania.

Griffiths CJ (1993)The geological evolution of east Africa. In
Biogeography and ecology of the rainforests of
Eastern Africa. Lovett,JC and SK Wasser.9-21.
Cambridge University Press.

Long 43



Holmes J (1995)Natural forest handbook for Tanzania: forest
ecology and management. Sokoine University of
Agriculture, Faculty of Foresty.

Newmark WD (1998) Forest area, fragmentation, and their
loss in the Eastern Arc Mountains: Implications for
the conservation of biological diversity.Journal of
East African Natural History. 87:19-26.

Mrecha M (Personal Communication) October 8-12 2007,
Mazumbai Forest Reserve

Pantaleo, KT (2001) The Eastern Arc Mountain Forests of
Tanzania: Their role in Biodiversity , Water Resource
Conservation, and Net Contribution to Atmospheric
Carbon. North Carolina State University.

Redhead J (1981) The Mazumbai Forest: An Island of Lower
Montane Forest in the West Usambaras. African
Journal of Ecology, 19:195-199.*

Richards PW (1996) The Tropical Rainforest. Cambridge
University Press

Schulman, L., L. Junkka, A. Mndolwa, & 1. Rajabu.1998.
Trees of Amani Nature Reserve. Ministry of Natural
Resources and Tourism, Tanzania.

Terborgh J (1992) Diversity and the Tropical Rainforest.
Scientific American Library, New York.

Zar, JH (1999) Biostatistical Analysis. Fourth Ed. Prentice-
Hall, New Jersey.

Appendices

Appendix A: The Eastern Arc Mountains (Lovett and Wasser
1993)
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Appendix B: Mazumbai Forest Reserve (Terborgh 1992)
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Appendix C: Datasheet Scheme
Plot data
Plot | Quadrat | Quad. | Quad | Mectadata | Altitude
# # Topo Slope
Ocotea data
Plot# Quadrat # Immediate | Immediate | DBH
Topo Slope




Appendix D: P-values for Three-Way ANOVAs
ANOVA: Dependent Variable, DBH

Slope 274
Topography .003
Altitude <.000
Slope*Topography 141
Slope*Altitude .071
Topography*Altitude .001
Slope*Topography*Altitude .78
Tukey Post-Hoc, Topography
1 (concave) 2 (intermediate) <.000
3 (convex) .004

ANOVA: Dependent Variable, Number of Individuals

Slope .043
Topography <.000
Altitude <.000
Slope*Topography .610
Slope*Altitude 494
Topography*Altitude .022
Slope*Topography*Altitude .370

Appendix E: Chi-Square Test of Poisson Distribution

P-value = 4.9E-203
Observed:
Number per
Quadrat Frequency
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Poisson probability formula for expected values (Zar 1999):

P(X) = (P(X-1)p)/X
P(0)=¢*

p = number of individuals / number of discrete units
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